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Part 1

Invited talks



Challenges for hardware implementations of P Systems

Sergey Verlan
University of Paris Paris Est, France

Abstract: A P system is a computational model that features a massive parallelism. In order
to be able to use this feature in applications it is important to have a truly massively parallel
implementation of P systems. At this moment, the only possibility to practically realize this
is a digital circuit or FPGA (reconfigurable circuit) implementation. In this talk we explain
the challenges raised by such an implementation. As example we discuss recent FPGA
implementations of numerical P systems (NPS) that is a variant of P systems allowing to
easily model physical processes based on differential equations. NPS allows many
applications, the most prominent ones being in the area of robotic control. We will show
how to obtain a hardware FPGA implementation of NPS allowing to achieve extreme
speeds (~10"8 computational steps per second) and featuring massive parallelism (with
more than 5000 parallel computational units). This opens new perspectives for the design
of on-chip fast robotic controllers based on P systems. Another important consequence is
the ability to use some variants of P systems as a programming language for algorithm
description that can be efficiently translated in FPGA hardware by non-specialists.

Short bio: Dr. hab. Sergey Verlan is an associated professor at the University of Paris Est
Creteil, France. He obtained his PhD in Computer Science in 2004 at the University of
Metz, France and his habilitation in 2010 at the University of Paris Est. Dr Verlan’s main
research focus is the area of theoretical computer science and natural computing. He has
expertise in the area of formal language theory, DNA computing, membrane computing,
modeling of biological systems and hardware design.



Epistasis in Optimisation Problems

Ferrante Neri
University of Nottingham, Nottingham

Abstract: In biological systems, epistasis is the correlation between pairs of genes. By
loosely interpreting this concept, in optimisation epistasis refers to the correlation between
the variables with respect to an objective function. A low epistatic problem can be
decomposed in multiple simpler problems, each of them with being with a reduced
dimensionality with respect to the original problem.This talk presents the topic of
correlation among variables and analyses the related topics of separability and rotation
invariance. An overview of the literature on techniques to handle epistasis with reference
to Differential Evolution is offered. Furthermore, this talk explores the relation between
dimensionality and correlation among the variables and demonstrates that experimental
conditions are an inherent part of the optimisation problem.

Short bio: Ferrante Neri received a Master’s degree and a PhD in Electrical Engineering
from the Technical University of Bari, Italy, in 2002 and 2007 respectively. In 2007, he also
received a PhD in Scientific Computing and Optimization from University of Jyvaskyla,
Finland. From the latter institution, he received the DSc degree (Habilitation) in
Computational Intelligence in 2010. He was Research Fellow with Academy of Finland
in the period 2009-2014. Dr Neri moved to De Montfort University, United Kingdom in
2012, where he was appointed Reader in Computational Intelligence and in 2013, promoted
to Full Professor of Computational Intelligence Optimisation. Since 2019 Ferrante Neri
moved to the School of Computer Science, University of Nottingham, United Kingdom
where he was appointed Associate Professor. Ferrante Neri’s teaching expertise lies in
mathematics for computer science, especially linear and abstract algebra. He is HEA
Senior Fellow and author of the recently published book “Linear Algebra for
Computational Sciences and Engineering”. His research interests include algorithmics,
hybrid heuristic-exact optimisation, scalability in optimisation and large scale problems.
Dr Neri published over 150 publications in these topics. Dr Neri is an IEEE Senior Member
and is Associate Editor and member of the Editorial Board of numerous journals including
Information Sciences, Integrated Computer-Aided Engineering, and Memetic Computing.
He organised over twenty symposia, special sessions, and workshops in International
Conferences. Dr Neri is on the panel of funding bodies in seven countries. He has been in
the Programme Committee of over 100 conferences.



Some Variants of P Systems

Bosheng Song
Hunan University, Changsha, China

Abstract: Membrane computing is an unconventional computing area that aims to abstract
computing ideas (e.g., computing models, data structures, data operations) from the
structure and functioning of living cells, as well as from more complex biological entities,
like tissues, organs and populations of cells. The computational models that are part of this
paradigm are generically called P systems, which are distributed and parallel computing
devices. In this talk, inspired by different biological facts, some variants of P systems are
introduced; besides, some new results of these P systems and open problems are presented.

Short bio: Bosheng Song received the Ph.D. degree in control science and engineering
from Huazhong University of Science and Technology, Wuhan, China, in 2015. He spent
eighteen months working in the Research Group on Natural Computing, University of
Seville, Seville, Spain, from November, 2013 to May, 2015. He was worked as a post-
doctoral researcher with the School of Artificial Intelligence and Automation, Huazhong
University of Science and Technology, Wuhan, China, from March, 2016 to February, 2019.
He is currently an Associate Professor with the College of Information Science and
Engineering, Hunan University, Changsha, China. His current research interests include
membrane computing and formal language theory.



Space Filling Curves: Representations and Generation

Rodica Ceterchi
University of Bucharest

Abstract: Space Filling curves have been of interest for mathematicians since the end of
the 19th century, when Peano and Hilbert discovered the first examples. More recently, they
turned out to be useful tools in Computer Science, with many applications, especially to
scientific computing. Their representations as strings (chain-code words) have been
introduced, and different generations with formal languages tools have been studied. We
present here several results concerned with the generation of finite approximations of
space-filling curves in string representation, with parallel rewriting rules, controlled by P
systems. We also introduce a novel representation of them as 2D-arrays, their generation
with array rewriting rules, and the connections between the string representation and the
array representation.

Short bio: Prof. Dr. Habil. Rodica Ceterchi is Professor at the Faculty of Mathematics and
Computer Science, Department of Computer Science, University of Bucharest, Romania.
She obtained her PhD in 1991, and her Habilitation in 1997 from the same University. Her
research interests include algebras for many-valued logics, formal models for semantics,
unconventional models of computation inspired by nature, membrane computing. She was
in 2003 a recipient of the “Grigore C. Moisil” award of the Romanian Academy for her
contributions in this area.



Bibliometric Analysis of Membrane Computing

Gexiang Zhang
Chengdu University of Technology

Abstract: This talk will discuss the development process of membrane computing and the
statistical data with respect to the publications appearing in international journals,
conferences and workshops, the researchers in geographical distributions and the funds.
The bibliometric analysis results of membrane computing will be reported in detail. Some
future suggestions will be provided.

Short bio: Gexiang Zhang is currently a full professor of College of Information Science
& Technology at Chengdu University of Technology, Chengdu, China. He worked at The
University of Sheffield, UK, at the University of Seville, Spain, and at the New York
University, USA. His areas contain artificial intelligence (membrane computing, machine
learning, etc.), robotics and smart grids. He is the principle investigator of five projects
funded by National Natural Science Foundation of China. He has published three books,
over 200 refereed book chapters, journal and conference papers, and authored more than
40 Chinese patents. He won 4 best paper awards of international conferences, IMCS Prize
and 3 provincial science and technology advancement awards. He supervised 5 PhD
students and more than 70 master students.

He is the founding President of International Membrane Computing Society (IMCS), IET
Fellow, IET Fellow Assessor, IEEE Senior member, and Managing Editor of Journal of
Membrane Computing (Springer). He serviced ACMC2013 and ACMC2017 as conference
chairs, PC member of tens of international conferences, and also services ACMC as
Steering Committee member and co-chair of PC, and hundreds of international journals as
a reviewer.



Part 2

Regular Papers



Evaluation and analysis of loss and waste in the
processing of rapeseed oil

Falin Jiang!, Hua Yang! *, Kang Zhou', Huaqing Qi?, and Jian Zhou?

1 School of Math and Computer,
Development Strategy Institute of reserve of food and material,

Wuhan Polytechnic University, Wuhan 430023, China

2 School of Economics and Management,
Wuhan Polytechnic University, Wuhan 430023, China

3 college of Food Science and Engineering,
Wuhan Polytechnic University, Wuhan 430023, China

{jiang932147500gmail . com,Huay200163. com}

Abstract. In order to meet people’s requirements for vision and taste
and increase the market share of rapeseed oil, rapeseed oil processing
enterprises often over-process or under-process rapeseed, resulting in nu-
trient loss and unnecessary waste. From the perspective of loss and waste
in rapeseed oil processing, an evaluation method for evaluating rapeseed
oil processing industry or enterprise processing by data analysis was pro-
posed. The specific content of the method is based on the production data
of rapeseed oil of different scales, equipments and processes of various
enterprises in the country, and the fitting simulation model of loss and
waste in the processing of rapeseed oil is established, thereby establish-
ing a rapeseed oil processing evaluation system; Based on the evaluation
of rapeseed oil processing industry and enterprise production data, a
two-level multi-objective optimization model was constructed. The sim-
ulation model of processing loss and waste produced by rapeseed oil
processing industry was improved, and the evaluation result was finally
obtained. This evaluation method for the food industry provides practi-
cal guidance for the rapeseed oil processing process in the processing of
rapeseed oil.

Keywords: Processing of rapeseed oil, Loss and waste, Fitting simu-
lation model, Two-layer multi-objective optimization model, Evaluation
method

1 Introduction

As one of the most oil-producing oil crops, rapeseed plays an important role in
the supply of edible oil in China. According to the industry data released by
the country, the rapeseed oil consumption of traditional edible oil in China is
6.856 million tons, accounting for 28.5% of the total edible vegetable oil. It is

* Corresponding author.



2 Loss and waste in the processing of rapeseed oil

the second largest consumer of oil in China, and it is the edible oil market in
China. It has a pivotal position [1-3].

The processing of rapeseed oil is in the middle of the rapeseed industry chain,
which is connected with the rapeseed production link upstream of the rapeseed
industry chain, and then connected with the rapeseed oil market consumption
link downstream of the rapeseed industry chain[4]. Therefore, the rise and fall of
the rapeseed oil processing industry is related to the rise and fall of the rapeseed
industry to a certain extent. For a long time, consumers have chosen the appear-
ance, taste and nutritional value of rapeseed oil, but at the time of purchase,
attention has been focused more on the appearance and taste of rapeseed oil.
For this reason, in order to satisfy people’s visual and taste requirements, and
also to increase the market share of rapeseed oil, rapeseed oil processing enter-
prises often over- or under-process rapeseed, resulting in the lack unnecessaryof
nutrition and waste[5, 6].

In fact, the excessive or insufficient processing of rapeseed will not only result
in a low yield, but also a large loss of nutrients in the rapeseed o0il[7, 8]. There-
fore, processing enterprises are particularly critical to the proper processing of
rapeseed oil, and how to know whether the processing of rapeseed oil processing
in processing enterprises is moderate processing. Therefore, this paper proposes
an evaluation method for loss and waste in processing of rapeseed oil. Firstly, the
evaluation system and fitting simulation model of rapeseed oil processing link
loss and waste are constructed[9-11], and then based on the production data of
rapeseed oil processing industry and enterprises two-layer multi-objective opti-
mization model. The combination of the two results in the evaluation results and
optimization schemes of the rapeseed oil processing enterprises to be evaluated,
which provides a theoretical basis for the moderate processing of rapeseed oil in
the country[12—-14].

2 Related concepts and definitions

2.1 Basic concept

Whether the processing of rapeseed oil is excessive or insufficient can be re-
flected by the total production rate and total loss rate of processed rapeseed
oil in rapeseed oil processing enterprises. When the total production rate of a
processing enterprise is much lower than the social average, then this processing
enterprises have the possibility of over-processing. There are many factors that
can affect the total production rate and total loss rate of processing enterprises.
These influencing factors are mainly divided into rapeseed raw materials, pro-
cessing links, processing equipment and processing scale and others. Therefore,
this paper intends to establish a rapeseed oil processing loss and waste eval-
uation system to explore whether the rapeseed oil processing enterprises have
undergone moderate processing.

The production rate and loss rate of rapeseed oil is an important factor re-
flecting the production efficiency of rapeseed oil processing enterprises. And the
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loss rate of edible materials in the residual materials during processing is a direct
reflection of whether the rapeseed oil processing enterprises are over-processed.
Therefore, the production rate of each link of rapeseed oil processing enterprises,
the loss rate of each link and the loss rate of residual edible materials in each
link are selected as important indicators for constructing the evaluation system
of rapeseed oil processing enterprises. The rapeseed oil processing loss assessment
system is a system for evaluating whether the rapeseed oil processing enterprise
products are properly processed. The evaluation system for the loss of processing
of rapeseed oil consists of two parts: evaluation index and evaluation standard
value. The evaluation indicators are divided into three types of indicators: link
production rate, loss rate and loss rate of edible substance. The evaluation stan-
dard value is the social average production level of the index produced by the
rapeseed oil processing enterprise of the same scale and the same equipment.

2.2 Related definition

The production rate and loss rate of rapeseed oil processing enterprises produc-
ing rapeseed oil at a certain time and the loss rate of leftover edible substance
during processing are defined as follows: Let W be the weight of the total input
of rapeseed processed by the processing enterprise in a certain period of time,
M denotes the total mass of rapeseed oil produced during this period, and R
denotes the weight of the edible substance remaining in the process during the
processing period.p indicates the production rate of rapeseed oil processing en-
terprises during this period, ¢ indicates the loss rate of rapeseed oil processing
enterprises during this period, and p indicates the loss rate of edible materials in
the residual materials of rapeseed oil processing enterprises during this period.

The production rate of rapeseed oil processing enterprises processing rapeseed
oil at a certain time is as follows:

M
P= * 100% (1)
The loss rate of rapeseed oil processing enterprises processing rapeseed oil at
a certain time is as follows:

g=1-p (2)

The loss rate of edible materials processed by rapeseed oil processing enter-
prises during the processing of rapeseed oil at a certain time is as follows:

- % £ 100% (3)

The production rate is divided into the total production rate and the produc-

tion rate of each link, the loss rate is divided into the total loss rate and the loss

rate of each link, and the loss rate of the remaining edible materials is divided

into the total loss rate of edible materials and the loss rate of edible materials
in each link.
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4 Loss and waste in the processing of rapeseed oil

Let j be the j-th process of rapeseed oil processing, that is, the production
rate of the rapeseed oil processing enterprise in the j-th process of a certain
period of time is as follows:

M
p; = ]\147“ % 100% (4)

J

The loss rate of the j-th process of processing rapeseed oil in a certain period
of time by rapeseed oil processing enterprises is as follows:

G =1-p; (5)

The loss rate of the remaining edible materials in the j-th process of pro-
cessing rapeseed oil produced by rapeseed oil processing enterprises at a certain
time is as follows: R

_ j+1

Pi = (6)
The leftover edible substance refers to the substance that can be directly con-
sumed by humans in the residue of the processing.

3 Analysis of rapeseed o0il processing loss and waste
evaluation model

When studying the loss and waste evaluation methods in the processing of rape-
seed oil, there are three problems in the research, data preprocessing in the
database, design of the fitting simulation model for evaluating the standard
values, and algorithm design for loss and waste in rapeseed oil processing.The
following will be introduced separately.

3.1 Sample data set and its preprocessing

This dataset comes from questionnaire survey data of rapeseed oil processing in-
dustry in the whole society, which inevitably causes the problems of low quality,
high dimension, noisy and inconsistency of this dataset. Therefore, data pre-
processing of this dataset is an important task. The data preprocessing used in
this paper mainly includes three methods: data cleaning, data integration and
data reduction. The order of the three processing operations is not sequential,
and a certain preprocessing method may be performed multiple times use. The
following is a brief introduction:

(1) Data cleaning is mainly to deal with missing and dirty data in the data set;

(2) Data integration mainly integrates and processes data in multiple data sources
and solves the problem that semantic ambiguity is integrated into a consis-
tent data set with the same attribute and consistent name, or the correlation
between attributes is detected and deleted;

(3) Data reduction is mainly to identify the data set that needs to be mined,
delete the irrelevant dimension, reduce the amount of data, and reduce the
processing range.

11
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3.2 Simulation model for loss and waste in processing of rapeseed
oil

Through the production data of the whole society rapeseed oil processing enter-
prises, the simulation model of loss and waste in the processing of rapeseed oil
was calculated, and the average rapeseed production rate, loss rate and loss rate
of residual edible materials in different provinces, scales and equipment were
obtained.

Therefore, firstly, the production data of rapeseed oil processing enterprises
in the whole society are classified according to provinces, enterprise scales and
processing equipment. We divide the scale of the enterprise into three categories:
large, medium and small. The processing scale is small-scale with a daily pro-
cessing capacity of less than 200 tons, and is larger than 400 tons. The middle
part is medium-scale. Processing equipment is divided into domestic equipment,
imported equipment and mixing equipment. The processing steps of rapeseed
oil are: feeding, screening, stone removal, cleaning, broken, shelling, hydration
degumming (alkali refining) and decolorization.

The overall idea of constructing a fitted simulation model for evaluating
the standard value is to treat the enterprise production data under the same
province, scale and equipment as a whole, based on the idea of linear least squares
fitting, the data and needs of each sample point. The principle of calculating the
total production rate, loss rate and loss rate of residual edible substances is
calculated by the principle of minimizing the total difference (sum of distance)
between the index points of the simulation. The following is a fitting simulation
model for the evaluation standard value of the link production rate, the link loss
rate and the loss rate of the edible substances in each link.

The fitted simulation model of production rate, loss rate and loss rate of
residual edible substances is as follows:

The constraint is:

p; > 0 (8)

Where n is the number of samples, the production rate of each process link of
a company is taken as a sample; s is the sum of the number of processes for
processing rapeseed oil; p;; is the production rate of the j-th process of the i-th
sample; p; is the standard value of each process link that needs to be calculated
when all the samples are combined. The fitting simulation model of the loss rate
and the loss rate of the remaining edible material replaces the production rate p
in the formula 7 with the corresponding loss rate ¢ or the residual edible material
loss rate p .

12
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3.3 Optimization model for loss and waste in processing of rapeseed
oil

The optimization model for loss and waste in the processing of rapeseed oil is
to determine whether the processing of rapeseed processing enterprises is over-
processed or whether the loss of processed materials is too large. A dual-objective
optimization model is established for the maximum and minimum loss rates of
different scales and different production equipments, so as to find the appropriate
optimization scheme and optimize the rapeseed processing process.

The first layer, an optimized model for all links of rapeseed processing. For
all links of rapeseed processing, calculate the loss rate of each link based on the
maximum loss rate and the maximum variance model to determine which part of
the process is over-processed; the second layer, rapeseed processing scale and pro-
cessing equipment optimization model . Starting from different dimensions, the
model is built using the principle of maximum loss rate and maximum variance,
and the loss rate of each processing scale and different production equipment is
calculated. According to the law of loss rate during processing, the process of
maximizing the excessive processing loss of rapeseed oil is finally found, so as to
optimize the processing of rapeseed.

Let as denote the k -th (k = 1,2, ---s) sample collected, then the mathematical
form of ag is as follows:

ap = (ak1, A2, Ak3, Ara, lkj) 9)

Where ay; indicates the type of the k -th sample, a2 indicates the province of
the k-th sample, a3 indicates the size of the production enterprise of the k-th
sample, apy4 indicates the type of production equipment of the k-th sample, and
l; indicates the k -th sample of the j-th sample The loss rate of the process, I;
represents the average loss rate of the j-th process of all samples.

Let p; denote the variance of the loss rate of the j-th process of all sam-
ples, and \; (¢ = 1,2) denote the weight of the loss rate and the variance. The
optimization model of the loss of waste in the processing of rapeseed oil is as
follows:

l. .
max{A; —2— + \p—22} (10)
IO DY
Jj=1 Jj=1

The constraint is: ,
1
=7 ;.; I (11)

t

> (= 1)’ (12)

k=1

2
dai=1 (13)
i=1

The output variable is the most suitable processing procedure for rapeseed oil,
and the input variable is the pre-processed sample data ar = (ag1, a1, a1, Gk, lkj)-

p; =

~+ | =

13
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4 Experimental results and analysis

4.1 Experimental results and analysis

The data is derived from a sample survey data set using three-stage stratifica-
tion across provinces, scales, and processing equipment across the country. The
collected data includes 103 data from 23 provinces. and the data is pre-processed
and stored in a database. After that, the sample data in the database is clas-
sified according to the process conditions. The data of each province is divided
into three categories according to the equipment: imported equipment, domes-
tic equipment and domestic imported hybrid equipment, and then divided into
large, medium and small by scale.

4.2 Experimental results of loss and waste in the processing of
rapeseed oil in the country

After classifying and data processing the data of the national rapeseed oil pro-
cessing enterprises, the standard loss of each link of the national rapeseed oil
under various scales was calculated by using the fitting simulation model (for-
mulas 7 and 8) of the loss of waste in the processing of rapeseed oil. The rate
and standard yield results are shown in Table 1.

Table 1. Standard production rate and standard loss rate of all stages of national
rapeseed oil under various scales

scale equipment Feeding Screening Remove stone Clean up broken Shelling Alkali refining Decolorization
Domestic 100 99 98.79 98.97 100 100 35.16 99.09
Production rate import 100  99.01 98.58 98.97 100 100 35.32 98.91
mixing 100 99 99 98.97 100 100 35 99.26
large Domestic 0 1 1.21 1.03 0 0 64.84 0.91
Loss rate import 0 0.99 1.42 1.03 0 0 64.68 1.09
mixing 0 1 1 1.03 0 0 65 0.74
Domestic 100 99 98.8 98.97 100 100 34.94 99.15
Production rate import 100 99 99 98.97 100 100 34.74 99.3
middle mixing 100 99 98.59 98.97 100 100 35.15 99
Domestic 0 1 1.2 1.03 0 0 65.06 0.85
Loss rate import 0 1 1 1.03 0 0 65.26 0.7
mixing 0 1 1.41 1.03 0 0 64.85 1
Domestic 100 99 98.99 98.97 100 100 34.92 99.27
Production rate import 100 98.92 99 98.97 100 100 35.12 99.41
mixing 100 98.83 99.01 98.98 100 100 35.33 99.55
small Domestic 0 1 101 103 0 0 65.08 0.73
Loss rate import 0 1.08 1 .03 0 0 64.88 0.59
mixing 0 1.17 0.99 11.02 0 0 64.67 0.45

From the above data, it can be seen that the decolorization, screening and hy-
dration degumming (alkali refining) links in the processing of rapeseed oil in the
country are relatively large, and the loss rate of edible materials in the remain-
ing materials is the most serious in the alkali refining and decolorization. The
calculation data of the second layer according to the two-layer multi-objective
optimization model (formulas (9)-(13)) is shown in Table 2.

14
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Table 2. The second layer of data in the national double-objective multi-objective
optimization model of rapeseed oil

classification Feeding Screening Remove stone Clean up broken Shelling Alkali refining Decolorization
large-scale 0 0.06 0.02 0.02 0.03 0 0.44 0.43
Medium scale 0 0.16 0.01 0.01 0 0 0.56 0.26
Small scale 0 0.01 0.01 0.01 0.01 0 0.46 0.5
Imported equipment 0 0.01 0.03 0 0 0 0.58 0.36
Domestic equipment 0 0.04 0.12 0.05 0 0 0.78 0.02
Mixing equipment 0 0.03 0.04 0.03 0 0 0.83 0.07

As can be seen from the results of the second layer of data, the loss rate of the
decolorizing link is the largest regardless of which device is used. For enterprises
using imported equipment, the loss rate of alkali refining is the second; enter-
prises that choose domestic equipment, followed by screening and alkali refining;;
enterprises use mixing equipment, hydration degumming indicates discoloration
In the process of sieving, alkali refining, the waste loss is serious. The waste in
the decolorization process is in the alkali refining, and the loss rate of imported
equipment is the largest; in the management process, the loss of domestic equip-
ment The rate is the biggest, which indicates that the loss of these two links is
serious. When using domestic or imported equipment, the production of hybrid
equipment is preferred in equipment selection.

In summary, it can be concluded that in terms of processing scale, it is recom-
mended to develop medium-sized processing enterprises, encourage small-scale
enterprises to integrate, and large enterprises to optimize distributed processing;
when selecting equipment, try to use mixed equipment to process and produce
rapeseed oil. Encourage the use of blended products to optimize the suitability
of the equipment; in all processing steps, the control of the screening and hy-
dration degumming, especially the decolorization, is optimized throughout the
entire process.

5 Conclusion and Outlook

From the perspective of loss and waste in the processing of rapeseed oil, this
paper proposes an evaluation model for the processing of rapeseed oil by means
of data analysis, and establishes an evaluation system for the loss and waste in
the processing of rapeseed oil. By evaluating the model analysis and experimental
results, it can be seen that the evaluation model has the following advantages:

(1) The loss and waste assessment model of rapeseed oil processing can truly
and effectively reflect whether the rapeseed oil processing enterprise is over-
processed;

(2) The rapeseed oil processing link loss and waste assessment model can quickly
and effectively evaluate the rapeseed oil processing industry;

(3) The loss and waste assessment model of rapeseed oil processing can provide
a theoretical basis for the moderate processing of rapeseed oil.
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In recent years, the processing technology of rapeseed oil has been improved
and the equipment has been updated. The supervision of various processes has
been in place, but many processing enterprises in the rapeseed oil processing
industry have over- or under-processed rapeseed,Lead to nutrient loss and un-
necessary waste. Therefore, it is urgent to summarize historical experience. In
the future, we will further improve the evaluation model by collecting process-
ing data of more varieties of rapeseed oil processing enterprises, such as scale,
rapeseed model, processing equipment, region, processing technology, rapeseed.
Relevant information on rapeseed oil processing enterprises with more dimen-
sions such as origin and quality, continue to expand and optimize this evaluation
system, take the progress of science and technology as the driving force, and pro-
mote the new leap of rapeseed industry as the goal, to maintain the safety of
national edible oil supply. Make new contributions.
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Abstract. Spiking neural P systems (SN P systems), as an important
branch of the third generation neural network models, has been applied
in many real-life areas. Exploration of solutions for pattern recognition
problems by using the SN P systems is a challenging and ongoing topic.
This paper proposes learning SN P systems (LSN P systems) to solve
supervised classification problems. This is the first attempt to construct
LSN P systems to show great potential for handling real-life classifica-
tion problems. LSN P systems are designed by using weighted fuzzy SN
P systems, a multi-layer network structure with adaptive weights ad-
justment rule and a selection method of output neurons, and ascending
dimension techniques for non-linear classification problems. Experiments
conducted on the problems in the University of California, Irvine (UCI)
machine learning repository show the feasibility and effectiveness of LSN
P systems.

Keywords: Spiking neural P systems - Learning spiking neural P sys-
tems - Supervised learning - Adaptive weight adjustment rule.

1 Introduction

Artificial neural networks, as one of the most important tools in artificial intelli-
gence (AI), have been developed for more than sixty years since the introduction
of perceptron linear algorithm [1]. With the development of neural networks,
many network models have been proposed to achieve pattern recognition prob-
lems, such as the first generation neural networks represented by McCulloch -
Pitts neurons [2] and Hopfield Neural Network (HNN) [3], the second generation
neural networks represented by Back Propagation Neural Network (BPNN) [4]
and Extreme Learning Machine (ELM) [5], the third generation neural networks
represented by Spiking Neural Networks (SNNs) [6] and Pulse Coupled Neural
Network (PCNN) [7]. It has been widely used in various fields, such as image
identification [8], voice recognition [9], autonomous vehicles [10], medical diagno-
sis [11]. However, the first generation and the second generation neural networks
also have some disadvantages. The output of the first generation neural networks
must be digital. This weakness limits the application of these networks only to
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boolean functions [12-14]. One of the most outstanding characteristics of the
second generation neural networks is that it can process the continuous input
and output values, but the second generation neural networks adopt frequency
coding which is not suitable in some biological neurons [12-14]. The third gen-
eration neural networks represented by SNNs in which the coding scheme is a
kind of time coding. In another word, the information of input data is encoded
by generating spikes at different time, which is similar to human neural activity.
However, there is only one type of neuron in SNNg; i.e., spiking neurons [6]. In
real neurobiology research, not only there exist spiking neurons in our brain but
also have other types of neurons, like astrocytes [15], oligodendrocyte [16], etc.

Membrane computing models (usually called P systems) are nature-inspired
models, proposed by Gh. Paun [17]. These models are abstracted from the struc-
ture and the functioning of the biological cells, organs, and colonies. In the last
few decades, many variants of P systems have been introduced, such as cell-like
P systems [17], tissue-like P systems [18], neural-like P systems [19]. These mod-
els also have been used to solve problems in theory and applications [20-23]. In
recent years, the SN P systems have gained popularity because of its similarities
with SNNs. The SN P systems can be regarded as a combination of SNNs and P
systems. A great deal of work has been done on the theoretical aspects of SN P
systems and plenty of other variants with different biological phenomena, such
as SN P systems with astrocytes [24], SN P systems with anti-spikes [25], SN P
systems with structural plasticity [26] have been proposed. The real-life appli-
cations of SN P systems have been in skeletonizing images [27], combinatorial
optimization [28], fault diagnosis [29, 30], decoder design [31], etc. Also, some
researchers have investigated the feasibility of pattern recognition problems by
using the SN P systems in [32,33]. Although they have explored the models of
pattern recognition by using SN P systems in different aspects, these models
have some drawbacks such as the structure of the network is not universal and
the accuracy of the model also needs some improvements.

In the field of membrane computing, the attempt to extend P systems to
achieve pattern recognition is a challenging and ongoing research topic. How-
ever, the papers about SN P systems with learning ability are very rare. The
learning ability in SN P systems is a very important aspect to expand the real-life
application. Under these circumstances, this paper proposes a design strategy of
neural systems capable of solving pattern recognition problems. The proposed
learning model is unlike the models in [32,33], it archives the pattern recogni-
tion problems in an explanatory network structure and can be used to recognize
some real-life problems. The learning SN P systems (LSN P systems) are orga-
nized in a multi-layer network structure in which the properties of the neurons in
Weighted Fuzzy Spiking Neural P Systems (WFSN P systems) and Taylor theo-
rem are considered comprehensively. In order to make the model fit better with
the streaming inputs, the Widrow-Hoff learning law is employed to adjust weights
during the iterative learning process. Moreover, the Taylor series expansion is
used to generate higher-dimensional information and these higher dimensional
informations transform non-linearly separable data into linearly separable, and a

19



A LSN P System and Its Applications to Classification Problems 3

network in the framework of WFSN P systems with Widrow-Hoff learning algo-
rithm has been introduced for identification of the pattern recognition problem.
In this manner, the pattern recognition problem can be solved perfectly in LSN
P systems. Furthermore, it is the first known attempt to construct a supervised
learning algorithm for solving pattern recognition problems using the WFSN P
systems, and the experimental results in the UCI machine learning repository
illustrate that the model is powerful and better than BPNNs and SNNs in the
performance of classification. In this paper, we not only construct a new super-
vised learning algorithm for multilayer networks in the framework of membrane
computing but also expand the scope of membrane computing models in solving
real-world problems.

The remainder of this paper is organized in the following way. Section 2
recalls the WFSN P systems briefly. Section 3 presents the proposed LSN P
systems in detail and use several simple cases to illustrate how to achieve the
function of learning in the LSN P systems. Experimental results are described
in Section 4. Concluding remarks are given in Section 5.

2 WFSN P Systems

In this section, we introduce the WFSN P systems and its advantages in con-
strucing the LSN P systems.

Definition 1. The WESN P systems of degree m(> 1) is a construct of the
form [34]:

II = (O,Np,N,,syn,IN,OUT)
where

(1) O = {a} is the singleton alphabet and « is called spike.

(2) Np = {op1,0p2, .., Opm} is proposition neurons set. The fuzzy proposition
within the fuzzy knowledge base is associated with each proposition neu-
ron o,,1 < i < m. Every proposition neuron o,; has the form o, =
(vs, Wi, Aj, r;) where
a) «a; € [0,1] is the potential value of pulse in the proposition neuron o,

a; is the fuzzy truth value of the proposition for each proposition neuron
Opi-

b) wi = (wi1, Wiz, ...,wis; ) is the output weight vector for each proposition
neuron o,;, where each w;; € [0,1](1 < j < s;) is the weight from op; to
or; and s; is the number of rule neurons in the next layer.

¢) r; is a finite set of firing/spiking rules of the form E/a® — a®;d, where
a € (0,1] and d € N. E is the firing condition where £ = {a > \;}. It
means that if & > A;, then the firing rules will be used. \; € [0,1) is
called the threshold of firing rule.

(3) N = {01,002, ..., 0rn} 18 rule neurons set, the weighted fuzzy production
rule in fuzzy knowledge base is associated with each rule neuron o,;, 1 <
§ < n. For every rule neuron o, has the form o,; = (a;,v;, v}, 7j,r;) where
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4 X. Zhang et al.

a) «aj € [0,1] is the potential value of pulse in the rule neuron o,;.

b) v; € [0,1] is the certain factor. It represents the strength of belief in the
weighted fuzzy production rule with rule neuron o;.

¢) U = (vj1,Vj2, ., vj;) is the output weight vector for each rule neuron
orj, where each vj; € [0,1)(1 < i <t;) is the weight from o, to op; and
t; is the number of proposition neurons in the next layer.

d) r; is a finite set of firing/spiking rules of the form E/a® — a”;d, where
ae€ (0,1, 8€(0,1],d e Nand E = {« > 7;} is the firing condition. It
means that if & > 7;, then the firing rule can be used, where 7; € [0, 1)
is called the threshold of firing rule.

(4) syn C (N, x N,.) U (N, x N,) represents the synaptic connections between
proposition neurons and rule neurons. The connection between proposition
neurons and proposition neurons(or rule neurons and rule neurons) is not
allowed in the WEFSN P systems.

(5) IN,OUT C Np, i.e., the input neurons and output neurons are all proposition
Neurons.

There are two types of neurons in the WFSN P systems, one is proposition
neurons and the other is rule neurons. For different neurons, the output value is
totally different. In the following, the rules of two types of neurons are discussed.

For proposition neurons, when the firing condition F = {« > \;} is satisfied,
then the firing rule F/a® — a®;d can be applied. There are two situations in
the proposition neurons:

(1) If the spike arrives in proposition neurons at different time, then the propo-
sition neurons will judge whether the firing condition is satisfied separately.
If it is satisfied, then the firing rule will be applied and the output value of
potential is o ® w, where ® is multiplication operator of fuzzy truth values
and w is output weight of proposition neuron, otherwise the firing rule will
not be used.

(2) If the spike arrives at the same time, then the proposition neurons will use a
logical operator to judge whether the firing condition is satisfied. The logical
“OR” operator (V) will be used to estimate the potential values of spikes
received from the predecessor neurons. For example, as shown in Fig.1(a),
if a proposition neuron receives a series of potential values of spikes at the
same time, then the potential value will be a;, = 21 V 22 V ... V 2. So the
environment will receive the potential apyr = (21 Va2 V... V 2p) Q@ w.

For rule neurons, when firing condition £ = {a > 7;} is satisfied, then the
firing rule E/a® — a”;d can be applied. There are also two situations in the
rule neurons:

(1) If the spikes arrive in rule neuron at different time, then the rule neurons will
judge whether the firing condition is satisfied separately. If it is satisfied, then
the firing rule will be used and the output value of the potential is (a«@v)®-,
where @ is division operator of fuzzy truth values, v is output weight of rule
neuron and -y is certain factor, otherwise the firing rule will not be used.
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A LSN P System and Its Applications to Classification Problems 5

(2) If the spikes arrive at the same time, then the rule neurons use logical oper-
ator to judge whether the firing condition is satisfied. The addition operator
“@” is used to calculate the potential values of spikes received from the
predecessor neurons. For example, as in Fig.1(b) , if a rule neuron receives
a series of potential values of spikes at the same time, then the potential
value will be «;, = 21 P 22 P ... B ). So the environment receives the value
6out = ((xl Drod... D xk) @ 'U) ® .

X1 N X1 M1
X N2 X %J’z

X Yk X Yk
Op o,

(a) proposition neurons (b) rule neurons

Fig. 1. Two types of neurons

From the above introduction we know that the WFSN P systems integrate
the advantages of SN P systems and fuzzy logic, i.e., the model not only can
process information in a distributed and parallel manner but also can perform
operations on real numbers by introducing fuzzy logic [35]. These properties
greatly broaden the application of the WFSN P systems and make it feasible
to solve problems of pattern recognition. One such model has been discussed in
[33] where the adjustment of the weights in the network is done by using the
Widrow-Hoff learning law. Although the model in [33] only analyzes the method
of changing weights and is not used to solve real-life problems. Moreover, its
achievements greatly expand the perspective of researchers and provide a feasible
principle of weight adjustment.

Inspired by the excellent performance of WFSN P systems, this paper pro-
poses a novel network to solve classification problems in the framework of WFSN
P systems. Unlike past studies which only consider the activity of individual neu-
rons [37,38], this model takes into account the activity of the single neuron in
the prefrontal cortex (PFC), which is the higher-order brain structures and has
an impact in planning complex cognitive behavior, decision making and mod-
erating social behavior [39]. The experiment in [40] shows that the PFC can
mix selectivity in complex cognitive tasks. It means that the neurons in PFC
can obtain high-dimensional information by non-linear mixed encoding and the
high-dimensional information can help us to make a decision. The LSN P systems
are proposed based on the above considerations mentioned above.
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3 LSN P Systems

In this section, we introduce the structure of LSN P systems. The learning pro-
cess and two examples (OR-problem, XOR-problem) are introduced to explain
the working of LSN P systems.

3.1 The structure of LSN P systems

The network architecture consists of a feedforward network of proposition neu-
rons and rule neurons with different spiking rules and firing conditions, as shown
in Fig.2. The neurons in the network generate a new potential value when the
incoming potential crosses the firing condition. Depending on the special style
of code found in the brain and the WFSN P systems with more biological char-
acteristics, it is reasonable to combine these two points. The learning system
based on II WFSN P systems is of the following form:

_ 1 1 3 5 2 2 4 4
I = (A, {O'pl, ey apk,apl,opl} , {O'H, ooy Ty Ot s ooy Oy } ,syn, IN,OUT)
where:

(1) A={a} is the singleton alphabet(a is called spike).
(2) For each proposition neuron 7 have the form (J'I’)Li = {0, w
is the label of the layers in the network.
a) 0 denotes that there is no potential value of pulse in all proposition
neurons.
b) The weights between the proposition neurons and rule neurons are of the
form wilj(i =1,..k,j=1,...,n) = rand(0,1) and wi”j(j =1,..,n) =1
The process of learning is to adjust w}7 to find a set of weights with the
highest fitness.
¢) The set of rules r!' is firing/spiking rule of form r} : Et/a® — a%i(i =
1,...,k —1), where B! = {a; > Al'} and A} (i = 1,...,k) = 0. The last
neuron is called bias neuron and have the form r} : E'/a — a. The
function of bias neuron is discussed in the next subsection; 73 : E3/a® —
a®, where E* = {0>X}}, A} =0and o =6, Vb, V...V 6,.
(3) Each rule neuron has the form Ufj = {0, 1,1, TJ]»C7 r;-“}, where k is the label of
the layers in the network.
a) 0 denotes that there is no potential value of pulse in the rule neurons.
b) 1 denotes that the certain factor in the rule neurons.
¢) The weights between the rule neurons and proposition neurons are always
1. In another word, the weights in rule neurons do not participate in the
weight adjustment process.
d) The spiking rules of 07, ..., 07, have the form r3(j = 1,2..n) : E?/a% —
a% | where E? = {0, > 7?h (i =1,2,..,n) =0and §; = (w1, @) ®
(w2 @) @ ... 8 (wyj ® g ); the neurons oy, 02y, ..., o, have the spiking
rules r{:E} /a% — a;d;, where B} = {0; > 7/} and 7/(j = 1,2,...,n) =
o. It means that only the neurons with the maximum potential value of
pulse in the previous layer of rule neurons will be activated in this layer.

h \h_ph

ijs Ai s T , where h
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A LSN P System and Its Applications to Classification Problems 7

(4) syn = {(0’111170-31)3 (011717032)3 aS) (leykao—gn)7 (0-313 031)7 (0-325 031)7 RS (O—grmo-;)l)a
(Ugu 031)17 (ng Jé2)v (a3 (0217Ufn)» ((7;150'21)7 (0;4‘2’ 01571)7 RS (Ufmffgﬁ}

=A{0p1,0p2, -, 01}, OUT ={0p }

@
o
i o, o o

0 0
2 pm

D Encoding by ascending

dimension

Op2

rl

on .
s Eﬁ/agl—m;l 4E§/a92—>a 2| e Eﬁ/a —a n

Fig. 2. The structure of learning model

3.2 The learning process of the LSN P systems

In order to process the pattern recognition problem by using the LSN P systems,
we assume that:
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8 X. Zhang et al.

(1) The LSN P system I7 is employed to deal with the learning problem.

(2) The operation of normalization of input data has been processed before
entering the system I7.

(3) The parameters of LSN P systems are known, like the weights, thresholds
and certainty factor, etc., i.e., the LSN P systems have been initialized.

The LSN P system contains six layers of neurons, each layer in the system
has different function. The first layer is the input layer which consists of the
neurons 021,022, ...,Ugm. The input data is fed into the system through these
neurons.

The neurons 0,0, -..,0,;, (k >m) compose the second layer. The func-
tion of this layer is to acquire higher dimensional information. From the bio-
logical phenomenons, several scientists have found that the decision making in
our brain is through higher-dimensional information rather than the same di-
mensional information by sensory organs [40]. The most obvious advantage of
higher-dimensional information is that it can transform non-linearly separable
data into linear separable. However, the real encoding scheme is also not clear
so far [40]. Since all pattern recognition problems can be deemed as a problem
of finding a smooth curve that meets the requirement of classification [41] and
any smooth curve can be represented by a Taylor series. In this case, the Taylor
series can be used to achieve the method of ascending dimension.

The Taylor expansion can be described as follows:

0 10)
f(CCl, ,.’L‘n) :f(xlov "'axﬂo) + (hli + ..+ h’ﬂi)f(xlo? --~,«Z‘n0)

X ) 0x1 ) oxy, (1)
.+ ﬁ(thm 4.+ hna—xn)’“f(xlo, oy Tpg) + Rp
where:
(1) 2 = (x1y,...,2n,) is any point on the curve f(xy,...,x,);

(2) hi =a; — x5, (1 <@ < n);
(3) Rir1 = gyn(Pgls + oo+ hugl )P f(a1, + Oha, . g + Ohy), where
0 € (0,1).

In the Equation.1, if the order of expansion is appropriate, then the Ry
can be ignored because this term is very close to zero. The constant term
f(x1y, ..., n,) can be used by a neuron at the end of input data as a bias of
the LSN P systems. The bias is very important for learning system. If the bias
term does not exist in the learning system, this model will be useless because it
can not approach that curve more accurately. At last, it is not difficult to see
that the value of the output is a linear combination of high-dimension data. So
for some complex problems (linear indivisible), the Taylor series is a powerful
tool to solve these problems.

The third layer is a hidden layer, the synapses between the second and third
layer have weights. The output spikes of last layer are multiplied by the weights
and sum the spikes present in the neurons in third layer. The next layer is a
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A LSN P System and Its Applications to Classification Problems 9

comparison layer, it can compare the potential of spikes which is sent from the
last layer. The spikes with the highest potential value is considered as output.
The fifth layer is a selection layer. The role of this layer is to select the neuron
having the highest value. Furthermore, the neuron with the maximum potential
value will fire according to the delay associated with the rules in the subsequent
steps.

The last layer is an output layer, the neuron 021 will send a spike and the
time of firing in the output layer is considered as the result of the system. Then
the Widrow-Hoff learning law (Least Mean Square) [42] is used to change the
weights between the second and third layer.

The Widrow-Hoff learning law is described in Equation.2:

Wij(t + 1) = Wi;(t) + oldi — yi)z;(t) (2)
where:

(1) Wi is the weight from neuron j to neuron ¢;
(2) « represents the learning rate;
; is the expected output of neuron i;
3) d; is th pected output of i
(4) y; is the real output of neuron 4;
x;(t) represents the state of neuron j.
5) x,(t ts the state of ]

3.3 The LSN P systems to identify base classification problem

In this subsection, we use the learning model to classify base classification prob-
lems like OR-problem and XOR-problem. In order to let readers have a better
understanding of how the network works, we use an example to elaborate on the
solution of OR-problem.

The model to solve the OR-problem The OR-problem is a typical linear
classification problem, so the technology of ascending dimension is unnecessary.
These values are entered directly into the LSN P systems and the truth table
can be seen in Table.1.

Table 1. The input and output value of OR-problem.

Input Output
1 1 1
1 0 1
0 1 1
0 0 0

According to the truth table, the dimension of input data is two and the
state of output is also two. So the structure of network can be confirmed and
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10 X. Zhang et al.
the weight between o}; and o7, is randomly initialized. Suppose that wi, =
0.46, w3, = 0.18,wi; = 0.67,wiy = 0.63,wl, = 0.62,wl, = 0.49 and learning
rate is set to 0.1. The w3}, and w3, are the weights from the bias neuron.
1!iteration:

0.46 %1+ 0.18 x 1 +0.67 < 0.63 % 1 + 0.62 x 1 + 0.49, which is inconsistent with
real output. So use Widrow-Hoff learning rule to change weights.

After the change, the new weights are w}; = 0.56, wl; = 0.28, w}, = 0.77;wi, =
0.53, wiy = 0.52, wi, = 0.39.

0.56%1+0.28%x04+0.77 > 0.53 % 1 4+ 0.52 % 0+ 0.39, which is consistent with real
output, so do not change weights.

0.56%0+0.28%x140.77 > 0.53 %04 0.52 % 1 + 0.39, which is consistent with real
output, so do not change weights.

0.56 %0+ 0.28x0+0.77 > 0.53 %« 0 + 0.52 % 0 + 0.39, which is inconsistent with
real output. So use Widrow-Hoff learning rule to change weights.

After the change, the new weights are w}; = 0.56, w3, = 0.28, w}, = 0.67;wi, =
0.53, wiy = 0.52, wi, = 0.49. The accuracy rate is 50%.

2nditeration:

0.56 %1+ 0.28 %1+ 0.67 < 0.53 %1+ 0.52 %1+ 0.49, which is inconsistent with
real output. So use Widrow-Hoff learning rule to change weights.

After the change, the new weights are w}; = 0.66,wi; = 0.38, wi, = 0.77;w}, =
0.43, wiy = 0.42, wi, = 0.39.

0.66%1+0.38%x0+40.77 > 0.43 % 1 + 0.42 % 0 4 0.39, which is consistent with real
output, so do not change weights.

0.66x0+0.38%1+0.77 > 0.43 %0+ 0.42 % 1 + 0.39, which is consistent with real
output, so do not change weights.

0.66 %0+ 0.38 %0+ 0.77 > 0.43 % 0 + 0.42 % 0 + 0.39, which is inconsistent with
real output. So use Widrow-Hoff learning rule to change weights.

After the change, the new weights are w}; = 0.66,w}, = 0.38, w3, = 0.67;w}, =
0.43, wiy = 0.42, wi, = 0.49. The accuracy rate is 50%.

37 iteration:

0.66%1+0.38%1+0.67 > 0.43 %1+ 0.42 % 1 4 0.49, which is consistent with real
output, so do not change weights.

0.66%0+0.38%140.67 > 0.43% 04 0.42 % 1+ 0.49, which is consistent with real
output, so do not change weights.

0.66%1+0.38%0+ 0.67 > 0.43 %1+ 0.42 % 0+ 0.49, which is consistent with real
output, so do not change weights.

0.66 %0+ 0.38 %0+ 0.67 > 0.43 %« 0+ 0.42 %« 0 + 0.49, which is inconsistent with
real output. So use Widrow-Hoff learning rule to change weights.

After the change, the new weights are w}; = 0.66,wl; = 0.38,wi, = 0.57;w}, =
0.43, w3, = 0.42 = 0.42, wi, = 0.59. The accuracy rate is 75%.

47 jteration:

0.66%1+0.38%1+0.57 > 0.43 %1+ 0.42 % 1 4+ 0.59, which is consistent with real
output, so do not change weights.

0.66%1+0.38%x040.57 > 0.43 %14 0.42 % 0+ 0.59, which is consistent with real
output, so do not change weights.
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0.66 %«0+ 0.38 %1+ 0.57 < 0.43 %0+ 0.42 x 1 + 0.59, which is inconsistent with
real output. So use Widrow-Hoff learning rule to change weights.
After the change, the weights are wi, = 0.66,wl;, = 0.48,w}, = 0.67;wi, =
0.43, wiy = 0.32, wi, = 0.49.
0.66 * 0+ 0.38 %« 0+ 0.67 > 0.43 x 0 4+ 0.42 % 0 + 049, which is inconsistent with
real output. So use Widrow-Hoff learning rule to change weights.
After the change, the new weights are wi; = 0.66, wi; = 0.48,w}, = 0.57;wi, =
0.43, wiy = 0.32, wi, = 0.59. The accuracy rate is 50%.
5t iteration:
0.66%1+0.48%1+40.57 > 0.43 %1+ 0.32% 1 4+ 0.59, which is consistent with real
output, so do not change weights.
0.66%1+0.48%0+40.57 > 0.43 % 1 4+ 0.32 %0+ 0.59, which is consistent with real
output, so do not change weights.
0.66%0+0.48%140.57 > 0.43 %04 0.32% 1 + 0.59, which is consistent with real
output, so do not change weights.
0.66%0+0.48%x040.57 < 0.43 %04 0.32 %0+ 0.59, which is consistent with real
output, so do not change weights. The accuracy rate is 100%.

Stop training and save this set of weights. The OR problem can be effectively
identified by these set of weights.

The model to solve XOR-problem The XOR-problem is a classical non-
linearity problem. The ability to solve XOR-problem can be very competitive
and next we discuss how to solve the XOR-problem.

Since input data is non-linear, the idea of raising dimension is necessary to
solve this problem. The formula for raising the dimension can be described in
the following manner:

(131,332) - (.’[}1,1’271’?71‘3,331]32) (3)

From the Equation.3, it can be found that the order of Taylor expansion for
this problem is two. The main reason for only choosing two is that the XOR
problem a very simple non-linear model. For more complex non-linear data, the
higher order Taylor expansion needs to be employed. So these higher-dimensional
information are input to the model and the accuracy curve is shown in Fig.3.

4 Experimental Results

In this section, we discuss the learning model to solve some real-life application
problems. The performance of binary classification problems and multiple clas-
sification problems are presented and compared with some other models in the
existing literature.

4.1 The pattern recognition of binary classification problems

The binary classification problem is very general in real-life and it is also a
relatively simple pattern recognition problems. Only if a model can solve binary
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Fig. 3. The accuracy curve of XOR-problem

classification problem, it is able to solve multi-classification problem and have
the possibility of generalization. The Wisconsin breast cancer dataset (WBCD)
is a classic binary classification problem. This dataset consists of nine labels, such
as age, tumor-size, inv-nodes, node-caps, deg-malign, irradiated, etc. The classes
of this dataset are recurrence and no-recurrence. Since the input data consists
of only real numbers, it is necessary to make input data normalized. Under the
circumstances, the linear normalization is proposed to solve this problem. The
formula can be constructed as follows:

Tmax — Tmin

After linear normalization, also adopt the coding scheme of rising dimension.
The degree of Taylor expansion, in this case, is chosen as three in the coding
scheme. The data is divided into two parts. One is training set, which accounts
for 50% of the total, the other is testing set. The classification result can be seen
in Fig.4(a), the accuracy rate of training set is 100 % at the end. After training
the training set, the parameters of the model are saved and these parameters
are used to test the ability of generalization. The result of testing set is 98.6%,
as shown in Fig.4(b). The above simulation is executed many times to avoid
accidental situations and the average accuracy is shown in Table.2 to compare
with other algorithms.

Table 2. Comparison with other methods on WBCD dataset.

Max epochs Training Testing
BPNN [43] 9.2-10° 98.1% 96.3%
LM [43] 3500 97.7% 96.7%
SpikeProp[43] 1500 97.6% 97.0%
SRESNN/44] 306 97.7% 97.2%
MuSpNN[45] 100 98.2% 96.4%
Proposed 200 99.5% 97.4%
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A LSN P System and Its Applications to Classification Problems 13

From Table.2 , we can see that the accuracy rate of proposed learning model
in both training set and testing set are the best ones and in comparison with
other models, the numbers of iteration steps are smaller. More specifically, the
proposed learning model not only have a strong learning ability but also has
a good generalization ability in binary classification problems when compared
with other methods in [43-45].
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Fig. 4. The result on WBCD dataset
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4.2 The pattern recognition of multiple classification problems

From the analysis of the last subsection, we can say that the model can solve
binary classification problem commendably. In this section, the IRIS dataset is
employed to test whether this model can solve multi-classification problem.

The IRIS dataset, also known as the iris flower dataset, is a collection of
multivariate datasets. One hundred and fifty data are contained in the dataset
which is divided into three classes evenly. It is possible to predict the species of
the iris flower (Setosa, Versicolour, Virginia) by the length of sepal, the width
of sepal, the length of petal, and the width of petal. The data set is divided into
two parts, one part is training set which accounts for 50% of the total dataset.
The other part is testing set. The learning parameters in IRIS dataset are same
as WBCD dataset except the degree of Taylor expansion. The degree of Taylor
expansion is chosen as four in this case. The classification result of training set
is shown in Fig.5(a). After obtaining the parameters of the model, the testing
set is used to test the ability of generalization. The result of testing set can
be seen in Fig.5(b). In order to avoid the situation caused by randomized initial
weights, repeat the above simulation many times. Table.3 shows that the average
accuracy of this model and the comparisons in which some other algorithms also
using the same dataset.

Table 3. Comparison with other methods on IRIS dataset.

Max epochs Training Testing

BPNN[43] 2.6-10° 98.2% 95.5%
LM[43] 3750 99% 95.7%
SpikeProp[43] 1000 97.4% 96.1%
SRESNN/44] 102 96.9% 97.3%
MuSpNN|45] 100 99.8% 95.7%
Proposed 100 98.6% 97.5%

From the result, we can infer that the proposed learning system can solve
multiple classification problems easily. The experimental result says that al-
though the accuracy rate in training set is not the highest one when compared
with other algorithms in Table.3, the testing set is the best one. It says that
the generalization ability of the proposed learning system is better than other
algorithms.

From the result in Table.2 and Table.3, we can find that the proposed learning
system is an excellent classifier. The implementation of LSN P systems can
achieve pattern recognition problems easily. In addition, not only in the field
of accuracy rate, but also the number of iterations has advantages. In short,
the LSN P systems are a method that is worth popularizing and need further
investigation.
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Fig. 5. The result in IRIS dataset

5 Concluding Remarks

This article proposes a model named LSN P systems to deal with pattern recog-
nition problem. In this paper, a feasible way to use P systems to solve pat-
tern recognition problem is proposed. In order to obtain the effectiveness of
this model, the motivation, the description of algorithm and the experimental
results are presented in the article. This work is inspired by several machine
learning algorithms and the models of P systems. Although this work is not
the first attempt to construct a learning model by using SN P systems and its
variants, the results are gratifying and competitive when compared with other
algorithms. Although more work needs to be done in order to be competitive
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with existing machine learning algorithms. One of the biggest advantages of the
proposed model is that it combines the phenomena in biology with some ma-
chine learning algorithms to make a model having human-level performance in
solving problems.

Although this work is promising, two areas of this model need further im-
provement: One is for the multi-classification problem, in this model the output
pattern can be described as one against all [46]. But when the number of training
set increases, the complexity of problems increase rapidly, making the problem of
computing speed more prominent. In this condition, whether we can find a way
to solve the multi-classification problem efficiently is a very important scheme in
this model. The second one is the way to regularize the network. As pointed out
in [40] that nonlinear mixed selectivity is useful but also fragile. So the problem
is to determine the degree of Taylor expansion or to add regularization items to
the network.
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Abstract. In order to accurately estimate and evaluate the loss and
waste of grain processing links in China, it is necessary to conduct in-
depth research and obtain information from enterprises. However, there
are nearly 10,000 enterprises in China, and it is impossible to conduct
research one by one. Therefore, it is imperative to select representative
samples reasonably. In order to complete the sampling and make the
sample size more reasonable, on the basis of fully mining the existing
historical statistical data, a three-stage stratified sampling is proposed
and a sampling plan is formulated. First, preliminary sampling is con-
ducted based on historical data. In the first stage, the output ratio of
each province is calculated based on historical data. The national grain
processing enterprises are divided into different regions (layers) accord-
ing to the output ratio of each province. To calculate the sample size
of each region. In the second stage, each region is further stratified by
province. To calculate the sample size of different provinces within each
layer. In the third stage, each province is further stratified by enterprises
of different scales. To calculate the sample size of enterprises of different
scales in each province. Then, based on the sample data of preliminary
sampling, we calculate the loss rate of each province to replace the out-
put ratio of each province in the preliminary sampling. So that the sam-
ple distribution of the second sampling is determined by the three-stage
stratified sampling method again. This paper takes rice processing enter-
prises as an example to analyze and determine the number of enterprises
of different scales in different provinces in China for the census.

Keywords: grain processing, loss and waste, sample size, multi-stage
stratified sampling
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2 Multi-stage stratified sampling for grain processing loss and waste

1 Introduction

Food security has always been a major strategic issue that affects China’s eco-
nomic development, social stability, and national independence. In 2013, the
State Council’s special plan, “Food Security Project Construction Plan (2013-
2020)” explicitly proposed the overall strategic plan “to reduce post-production
losses and waste and promote sustainable development of food security”. There
are many grain processing enterprises in China. At present, the phenomenon of
loss and waste in grain processing links is very prominent. However, China is a
country with extremely scarce resources. The relationship between grain supply
and demand is tight for a long time. There is great potential and strategic sig-
nificance to reduce the loss and waste of grain processing links. Therefore, the
census of loss and waste in the grain processing links in China is a matter that
needs to be solved urgently. The sampling of grain processing enterprises is the
first problem to be faced. A good sampling can more accurately solve a series of
practical problems in investigation and evaluation of losses in post-production
processing of grain and oil crops such as rice, wheat, corn, soybean, peanut and
rapeseed. The causes and influencing factors of the loss and waste of grain pro-
cessing are investigated from the perspectives of technology, management and
market. It is necessary to put forward concrete measures and action plans to
reduce the loss and waste of grain processing links. Therefore, it is of great prac-
tical value to conduct census sampling on the processing links of grain processing
enterprises.

Among the frequently used sampling organization methods, the stratified
sampling has the smallest sampling variance (error), and the best sampling ef-
fect is widely used in the sampling inference of economic phenomena such as
resources, population, and living standards of residents[1-4]. However, in the
results of the existing research sampling methods, there is no sampling for the
national grain processing link census data. Therefore, we can learn from the
design ideas improved by the traditional sampling method, and design applica-
ble and effective sampling methods based on the historical data of the national
grain. Meanwhile, we propose multi-stage stratified sampling based on stratified
sampling which has improved stratified sampling theoretically. It is a new and
operational sampling method that provides a more effective solution for national
grain processing census sampling.

In order to accurately calculate and evaluate the specific situation of the loss
and waste of grain processing links in China, obtain detailed and accurate basic
data, solve problem such as incomplete and inaccurate data of loss and waste
in grain processing link and the impossibility of longitudinal tracking, compari-
son and monitoring, we need to obtain information through research. However,
there are nearly 10000 processing enterprises in China, so it is particularly impor-
tant to take representative samples reasonably. Therefore, this paper proposes
a multi-stage stratified sampling method, which can provide scientific methods
and theories for the sampling of grain processing links. At the same time, this
sample survey system can also be used for survey research, program design, etc.
in other related fields. Specifically, first of all, according to the historical sta-
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tistical data of grain, the sample size of the preliminary sample is determined.
By calculating the output ratio of various types of grain in each province, ac-
cording to the characteristics of the regional distribution of grain processing of
enterprises and the principle of proportional distribution of stratified sampling,
we propose and design a three-stage stratified sampling method to achieve the
sample distribution of preliminary sampling. Then, based on the sample data of
preliminary sampling, the sample size of the second sampling is determined by
the sample size determination method. The provincial loss rate of each province
is calculated, and the three-stage stratified sampling method is used again to
realize the sample distribution of the second sampling. The method assigns dif-
ferent numbers of samples to different regions according to the different grain
output ratios of the regions, which makes the sampling process scientific and
reasonable, and the sampling data is more representative.

2 Data source and analysis

“Statistical data of grain and oil processing industry” (2008 — 2013) [5] is the
internal data of the Circulation and Technology Development Department of the
State Grain Bureau. It has carried out the detailed statistics to the grain and
oil processing enterprise’s basic information that year, each kind of grain and oil
product actual output, the production capacity and so on. In order to estimate
the loss and waste of national grain processing links, we screened and sorted out
the data, and sorted out the annual output table, annual processing capacity and
the number of processing enterprises in the past years of rice, wheat, soybeans,
peanuts, rapeseed and other grains, and established a database. For some data
of missing years, it is searched and collected through the State Grain Bureau
[6], the official website of the grain bureaus at all levels, and the official website
of the National Bureau of Statistics [7]. However, for the data that is not really
available, the gray prediction model is used for prediction.

Preliminary sampling based on historical data, preliminary samples taken
nationwide, sample distribution should cover each province as much as possible,
and more samples should be collected in major grain processing areas. After
obtaining the sample data of the preliminary sampling, it can be used to calculate
the provincial loss rate of each province. If there is missing data in a province, we
can calculate the average loss rate of large, medium and small-scale enterprises
in China, and then use the processing capacity of large, medium and small-scale
enterprises in each province as the weight to calculate the provincial loss rate of
the province. The loss rate of each province is used to replace the output ratio of
each province in the historical data of the preliminary sampling, and the sample
distribution of the second sampling is determined by the three-stage stratified
sampling method of the preliminary sampling.
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4 Multi-stage stratified sampling for grain processing loss and waste

3 Sample size determination method

The determination of sample size is an important link in sampling investigation,
which is directly related to the accuracy of sampling estimation and the cost and
benefit of investigation. Let the random variable have a mean of y and a variance

of o2. Then the n samples have a mean of y and a variance of ¢ 2/n- At a given
confidence level 1 — o, let the mean of the sample be X, and the error ¢ is given
by the following formula: € = |X — ,u|. In most cases, o2 is unknown. In order
to eliminate the influence of o2, some scholars have introduced a t-distribution.
The above expression is a t-distribution with a degree of freedom of n — 1, where

S is the variance of the sample t = é_(/?/%, then e = | X — p| = ta(n— 1)% The

formula for obtaining n is:

t2 (n—1)8?
e? '

n =

When the sample size is large and the confidence level o < 0.05, the following

formula can generally be approximated:
SQ
n =45 [8-11]

In order to make the samples more representative, we should take samples
from each province nationwide, and collect more samples from major grain pro-
duction areas. In preliminary sampling, based on the above coverage principle,
the number of preliminary samples collected is shown in Table 1.

Table 1. Sample size of preliminary sampling of various varieties of grain processing

Variety rice wheat Soybean oil Rapeseed oil Peanut oil corn

Number of samples 30 30 20 20 20 20

Based on the preliminary sampling results, the loss rate of each province and
its sample variance of the preliminary sampling are calculated. We controlled the
error at about 10% and substituted it into the sample size calculation formula
to get the approximate number of the second sampling of each variety as shown
in Table 2.

4 Design and implementation of three-stage stratified
sampling method

4.1 Overall design of three-stage stratified sampling method

Taking into account the regional differences of each province and the differences
in the number and scale of grain processing enterprises, separate sampling is
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Table 2. Sample size of the second sampling of various varieties of grain processing

Variety rice wheat Soybean oil Rapeseed oil Peanut oil corn

Number of samples 150 100 50 50 50 50

conducted within each province. By obtaining the sample size of each province,
the results can be predicted more accurately. Therefore, stratified sampling is
adopted, and 28 provinces and autonomous regions represent different subgroups
and levels. However, this is not enough. There are too many levels. The 28
provinces and autonomous regions need to be further stratified. Based on the
principle that the intra-layer variance is the smallest and the variance between
the layers is the largest, we divide the national grain processing enterprises into
different regions according to the output ratio of each province, and then deter-
mine the sample size of each region.

First, preliminary sampling is conducted based on historical data. The sample
size of the preliminary sample can be determined. In the first stage, the national
grain processing enterprises are divided into different regions (layers) according
to the output ratio of each province. For example, the rice is divided into 6 layers
by province, that is, 6 regions. And calculating the sample size of each region.
In the second stage, determining the sample size of each province in the 6-layer
sampling area. In the third stage, each province is further stratified by enterprises
of different scales. And to calculate the sample size of enterprises of different
scales in each province. Different scales are large, medium and small scales.
Enterprises with a daily production capacity of more than 400 tons are called
Large-sized enterprises. Enterprises with a daily production capacity of 200-400
tons are called Medium-sized enterprises. Enterprises with a daily production
capacity of less than 200 tons are called Small-sized enterprises.

Preliminary samples are taken nationwide through the above three-stage
stratified sampling method. The sample distribution should cover each province
as much as possible, and more samples should be collected in major grain pro-
cessing areas. After obtaining the sample data of the preliminary samples, the
sample capacity of the second sample is determined by the sample size deter-
mination method. The loss rate of each province can be calculated according
to the sample data of the preliminary sampling. If there is missing data in a
province, we can calculate the average loss rate of large, medium and small-scale
enterprises in China, and then use the processing capacity of large, medium and
small-scale enterprises in each province as the weight to calculate the provincial
loss rate of the province. The loss rate of each province is used to replace the out-
put ratio of each province in the historical data of the preliminary sampling, and
the sample distribution of the second sampling is determined by the three-stage
stratified sampling method of the preliminary sampling.
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4.2 Implementation of three-stage stratified sampling method

To build an enterprise sample size allocation algorithm, the key is to determine
the weight factor of the corresponding layers in each stage, so as to obtain the
corresponding allocated sample size.

The three-stage stratified sampling method for preliminary sampling is de-

signed as follows:

(1)

Stratify provinces

Based on the principle that the intra-layer variance is the smallest and the
variance between the layers is the largest, divide the national grain process-
ing enterprises into different regions according to the output ratio of each
province. The rice output ratio of each province is calculated as follows:

X, = %,(f: 1,2,---,31)
where X; is the output ratio of province t , Qo is the rice output of the
previous year (known data), and Qs is the rice processing capacity of the
previous year (known data).

If the output ratio of the individual provinces is abnormal, it is listed as a
single layer, using intra-layer random sampling. For example, in the sampling
of rice processing enterprises, Guangdong and Shanxi are separately listed
as two layers. In general, stratified sampling continues.

Under the condition that the total number of processing enter-
prises n is constant, the sample size n; of the i-th layer (take 4-layer

as an example, that is, i = 1,2,3,4 ) is calculated as follows:

ni:n-wi(ﬁ):n-%@@(i:m,&@ 15<n; <35

n;
¢i _ 4AX¢ ,AXZ _ Z (ij _Xi)2780i _ 4Q7:1

121 AX; Jj=1 g:l Qi1
where w; () is the sample size weighting factor of the i-th layer; ¢, is the
variance ratio of the output ratio of the i-th layer, AX; is the variance of
the output ratio of the i-th layer, and X;; is the output ratio of the j-th
province of the i-th layer, X; is the mean of output ratio of the i-th layer;
¢; is the ratio of processing amount of the i-th layer, Q);; is the processing
amount of the i-th layer; 8 is the adjustment parameter, and adjusts the
proportional relationship between ¢; and ¢; , so that the final sample size
distribution tends to be reasonable. For example, when f is taken as 1, it
means that the two share the same proportion.

The formula for calculating the sample size n;; of the j-th province
of the i-th layer is as follows:
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Qij+An

nij = ni - wij (A) = ni - S5

Me

(aijuZijr)

k=1

n=— 3
> (X @imkZimk)
m=1 k=1

(7’:17273u47]: 172737nl7m: 1u273737k: 13273)

where w;; () is the sample size weighting factor of the j-th province of the
i-th layer; Q);; is the ratio of processing amount of the j-th province of the
i-th layer to the total processing amount of the i-th layer; a1, is the average
processing capacity of the k-th scale of the j-th province of the i-th layer
( k£ =1,2,3 means large, medium and small scale); Z;;; is the number of
large-scale processing enterprises of the j-th province of the i-th layer, Z;;o
is the number of medium-scale processing enterprises of the j-th province
of the i-th layer, Z;;3 is the number of small-scale processing enterprises of
the j-th province of the i-th layer; A is the adjustment parameter, is the
proportion of adjustment processing amount and number of enterprises.

(4) The formula for calculating the sample size n;;; of processing en-
terprises of different scales of the j-th province of the i-th layer is
as follows:

Nijk = Nij - Wijk = Mg - —od b2k
gl (evijnZijr)
(j=1,2,3,---n;;1=1,2,3,4;k=1,2,3)

where wjj;i is the sample size weighting factor of processing enterprises of
different scales of the j-th province of the i-th layer.

The sampling process of the second sampling is basically the same as the
preliminary sampling process. Based on the sample data of preliminary sampling,
the loss rate Y; of each province can be calculated. The loss rate of each province
is used to replace the output ratio of each province in the historical data of
the preliminary sampling. The three-stage stratified sampling method of the
preliminary sampling design is used again to calculate the sample size n;;, of
processing enterprises of different scales of the j-th province of the i-th layer.
That a sample distribution for the second sample has been achieved.

Through multi-stage stratified sampling, we get the sample number of in-
vestigating rice processing enterprises of different scales in each province. This
multi-stage stratified sampling method can also be applied to the sampling sur-
vey of processing enterprises for the loss and waste of wheat, corn, soybean and
other grains. In order to make sampling more reasonable, we can continue to
expand the sample size to further investigate the loss and waste data of grain
processing in enterprises, and further decrease the loss rate of each province
through the survey data, so as to obtain a more reasonable sampling of enter-
prises for the general survey of loss and waste of grain processing.
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5 Sample distribution results of three stages stratified
sampling

Taking rice as an example, we obtained the sample distribution results of the
preliminary sampling and the second sampling by the three-stage stratified sam-
pling method.

Based on historical data, we obtained the sample distribution results of the

preliminary sampling of rice as shown in Table 3.

Table 3. The sample distribution results of the preliminary sampling of rice

Number of samples of each scale
output ratio Rice processing area Planting area (thousand hectares) Yield ratio Total number of samples in the region Number of samples in each province Jarge-scale medium-scale small-scale

0.922034 suangdong 1893.3 0.030186 2 2 1 1 0
0.764706 Hainan 312.2 0.001365 1 1 0 0

0.75 Beijing 0.2 0.004498 1 0 o 1

0.72 Shanghai 98.4 0.006024 8 1 1 0 0
0.702128 Zhejiang 824.2 0.018874 5 3 1 1
0.698113 Shanxi 123.4 0 0 0 0
0.690476 Heibei 84.8 0 0 o 0
0.689655 Xinjiang 75.1 0 0 0 0
0.684579 804.5 1 1 0 0
0.681818 Tianjin 16.4 4 0 0 0 ]
0.677966 Liaoning 562.1 0 0 0 0
0.677419 Shandong 122.4 0 0 o 0
0.674058 Jiangsu 2271.7 0.072444 1 1 0 0
0.673945 Heilongjiang 3205.5 0.110353 2 1 1 0
0.666667 Yunnan 0.004337 0 0 0 0
0.666667 Ningxia 0.007951 0 0 o 0
0.654321 Jilin 0.032528 1 1 0 0
0.652174 Chongging 0.011083 4 0 0 0 0
0.643373 Henan 0.033331 1 1 0 0
0.638009 Guangxi 0.01775 0 0 0 0
0.637213 Hunan 0.094531 2 1 1 0
0.633731 Sichuan 0.047145 1 1 0 0
0.633333 Guizhou 0.007228 0 0 0 0
0.630161 Anhui 0.140069 3 1 1 1
0.605823 Hubei 0.173801 u 4 2 1 1

0.6 Neimenggu 0.001606 0 0 0 0
0.588133 Jiangxi 0.138061 3 2 1 0
0.333333 Shanxi 0.9 0.000267 1 1 1 0 0

Based on the sample data of preliminary sampling, we get the sample distri-

bution results of the second sampling of rice as shown in Table 4.

Table 4. The sample distribution results of the second sampling of rice

Sampling area

Number of sample:

s of each scale

Lose rate  Rice processing area Planting area (thousand hectares) Yield ratio Total mumber of samples in the region Number of samples in each province Jarge-scale medium-scale smalk-scale

17.79676913 Sichuan 19918 0047145 2 16 7 5

1 17.06668062 Shanxi 0.9 0.000267 15 17 17 0 0
Heibei 84.8 0.003373 1 1 0 0

Neimenggu 78.1 0.001606 0 0 0 0

Shanghai 98.4 0.006024 1 1 0 0

Hubei 0173801 13 7 3 3

Beijing 0.004498 1 0 0 1

Jilin 3 2 1 0

2 Henan 51 2 1 1 0
Hunan 8 4 3 1

Jiangsu 6 3 2 1

Xinjiang 0 0 0 0

Fujian 3 1 1 1

Heilongjiang 13 7 4 2

Liaoning 3 2 1 0

Guangxi 5 2 1 1 0

Jiangxi 0.138061 12 s 2 2

1614059696 Guangdong 0.030186 2 1 1 0
16.13504913 Guizhou 0.007228 1 1 0 0

3 16.10920886  Chongqing 0.011083 35 1 1 0 0
Shanxi 0 0 0 0

Yunnan 1 1 0 0

Ningxia 1 1 0 0

1601289552 Hainan : 0 0 0 0
15.94914763 Anhui 0.140069 12 4 5 3
15.63171383 Tianjing 0.001767 1 1 0 0
15.40249977 Zhejiang 0.018874 19 15 9 3 3
14.98760527  Shandong 0.00249 3 2 0 1
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6 Conclusions

In order to better evaluate the loss and waste of grain processing links in China,
it is most important to extract reasonable samples. This paper firstly obtains the
data of grain output, grain processing enterprises and grain processing amount
of the whole country and all of the provinces through the existing historical
statistical data of grain. If there is missing data, the gray model is used to pre-
dict it. Then we can determine the sample size of the preliminary sampling and
calculate the output ratio of each province. Also we can use the three-stage strat-
ified sampling method to determine the weighting factor of the corresponding
layer in each stage, and calculate the number of enterprise samples of differ-
ent scales in different provinces in China. Then, based on the sample data of
preliminary sampling, the sample size of the second sampling is determined by
the Sample size determination method. By using three-stage stratified sampling
method again, we can obtain the sample distribution of the second sampling.
The method assigns different numbers of samples to different regions according
to the different grain output ratios of the regions, which makes the sampling
process scientific and reasonable, and the sampling data is more representative.
And the idea of the method can be applied to the sampling process in various
fields, and can also be used in the statistical sampling of field rice yield loss pre-
diction, light industry, heavy industry production survey, and can help various
types of forecasting and measurement evaluation.
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Abstract. Tissue P systems constitute a well-known class of comput-
ing models in the research field of membrane computing. Inspired by
the information exchange among cells and with the environment, they
have attracted much attention over the last decade, with many interest-
ing variants emerging along the years. One of such variants, the so-called
tissue P systems with promoters, was proved to be Turing-universal even
with a significantly restricted number of elements, and able to solve NP-
complete problems. On the other hand, P-Lingua framework has pro-
vided useful tools to membrane computing community to model, debug
and simulate different types of P systems, with a special relevance of
P-Lingua language, pLinguaCore language and MeCoSim environment.
This work presents new features introduced in the framework to cover
the functionalities associated with tissue P systems with promoters, in-
cluding extensions of the language, variants of tissue models and their
corresponding simulators within P-Lingua version of MeCoSim. The new
elements are described in detail, and the use of the tools is described
through basic examples. Besides, a solution for SAT is experimentally
validated using the developed software.

1 Introduction

Membrane computing [12] has been providing new computing models for the
last two decades, inspired from different features observed in the structure and
functioning of living cells, tissues or neurons. Many of these computational de-
vices, generically called P systems, have proved their computational complete-
ness (Turing-universal), and also a number of them have shown their ability
to solve computationally hard problems as SAT [13,20], HAM-CYCLE [18] or
3-COL [1], among others [11, 19].

* Corresponding author
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One of the groups of P systems that has attracted more attention over the
years has been tissue P systems, inspired by the way cells organize and commu-
nicate in tissues [9]. Many variants exist where the features just mentioned were
present, and among them in 2016 tissue P systems with promoters were proved
to be both Turing-universal and able to solve SAT [20,21], probably the best
known computationally hard problem.

In any kind of P system, when defining a new computing model, it can possi-
bly include interesting specific syntactic features, semantic restrictions, dynamic
aspects or subtleties to consider. This implies that it might be worth studying
different properties the new variants will offer. Thus, computability and complex-
ity properties are usually explored for different variants of the models. Besides,
for those providing solutions to hard problems, the designs proposed can be too
complex and tedious to follow the evolution of the systems without some external
help.

Therefore, this seems the perfect context to make use of helpful tools making
our lives easier when debugging new models and simulating them under certain
inputs or scenarios of interest, both for theoretical and real-life more practical
applications [23]. However, it is a time-consuming task to develop such kind of
tools for every model we can conceive [6,22]. Besides, for every variant proposed
new elements can be present in many aspects, so despite having rich frameworks
covering many types of P systems, the compliance for future models cannot be
ensured.

To overcome the highlighted limitation, significant efforts have been put in
membrane computing community, trying to cover as many features as possible
in a generic way [4,5], with different approaches. Thus, P-Lingua framework
includes many general features as a common language and some shared features
for all the models, but cannot cover by default (in the last official version 4.0,
nor in the last version included in MeCosim) new variants unless some further
development is made.

On the other hand, UPSimulator provides a set of features of P systems that
can be generically combined in a flexible way, thus allowing the use of new models
not studied so far, by the combination of syntactic and semantic ingredients. This
interesting software provides a significant contribution for the syntactic parsing
and the simulation of P systems. However, it must pay a price for not restricting
to the highly specific semantic peculiarities of each P system variant. This goal
(i.e., taking into account fine-grained subtle aspects of each variant) was present
from the beginning in the former P-Lingua, in order to control that the proper
specification of each variant is absolutely respected by the developer and the P
system designer providing a solution for a given problem.

In order to provide general functionalities for computing models within the
field of Membrane Computing, P-Lingua framework [4, 28] including MeCoSim
environment [15,27] serve the double purpose of: 1) a rich set of features for
modeling, debugging, simulation, and final apps development, among others;
and 2) the strict control, for the type and variant of P system used, of all the
syntactic, semantic and dynamic aspects defined within the computing model.

47



Simulating Tissue P systems with promoters 3

We consider at the same level the flexibility of the tools and the fidelity to the
rules of the game defined with any new computing model. Thus, the framework
can control the use that any P system designer can make of the elements present
in a solution given within a specific framework.

Thus, the present work extends the functionality provided by P-Lingua frame-
work (specifically, the P-Lingua version - language and library - running inside
MeCoSim environment) with all the features required to work with tissue P
systems with promoters. These features must include, at least: 1) the specifi-
cation in P-Lingua language of the ingredients trying to mimic the syntax of
the promoters appearing in papers studying their computational completeness
and complexity [20]; 2) the semantic restrictions imposed to different variants
in terms of the types of rules allowed within the model; 3) the specific simulator
following the dynamics described in the definition of the system [20]; and 4) the
connection with all the pre-existing generic tools within the framework provided
by P-Lingua and MeCoSim.

The paper is organized as follows: in Section 2, tissue P systems with pro-
moters are defined; following, in Section 3 the main elements of the framework
given by P-Lingua and MeCoSim are recalled; then, the new syntactic ingredi-
ents introduced in P-Lingua language to define tissue P systems with promoters
is presented in Section 4, along with a brief description of the simulator adapted
to work with promoters; finally, the work with tissue P systems in our platfor-
m is illustrated in Section 5, with simple examples plus the translation of the
solution to SAT in P-Lingua, taken from [20].

2 Tissue-like P systems with promoters

This section introduces the computing model of tissue P systems with promoters,
subject of the present paper and the simulator developed. More specifically, the
type of devices covered is tissue P systems with promoters and cell division, thus
incorporating the division rules to the basic tissue P systems with promoters.
Similar variants using cell separation instead are out of the scope of our work.

2.1 Tissue P systems with promoters and cell division
In what follows the definition of our devices is recalled, as appeared in [20].

Definition 1. A tissue P system with promoters and cell division, of degree
q>1, is a tuple
I = (F757w17"‘7wq77?'7i0ut)7

where

— I' is an alphabet of objects;

— £ C I' is a set of objects initially located in the environment;
— w;, 1 <1< q, are finite multisets over I';

— R is a finite set of rules of the following forms:
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— Communication rules:
— Symport rules: (pro | i,u/\, ) or (pro| i, N\ u,j), where 0 <i+#j <
q, pro,u € My(I'), |u| > 0;
— Antiport rules: (pro | i,u/v,j), where 0 < i # j < ¢, pro,u,v €
M (I), |u| >0, |v] > 0;
— Division rules:
~lal,=T[b],lc],, whereic{1,...,q}, i # iout, a;b,c € I';
— dout €{0,1,...,q}.

As also detailed in [20], tissue P system with promoters and cell division of
degree ¢ > 1 can be viewed as a set of ¢ cells labeled by 1,...,q, providing the
nodes of a directed graph; wy,...,w, represent the finite multisets of objects
initially placed in these ¢ cells; the important alphabet £ contains the set of
objects initially located in the environment of the system, which will be available
in an arbitrary number of copies; R is the finite set of rules of the system,
including symport/antiport rules operating on pro,u,v € My(I") (i.e., multisets
over the working alphabet), plus division rules (defined as usual); and i, is a
distinguished region that will hold the output of the system.

Thus, a configuration of this kind of system is described by the multisets of
objects over I associated with all cells in the system, plus the multiset of objects
over I'\ € placed in the environment at that moment (as the objects from & are
present in the environment in an arbitrarily large number of copies, the specific
number of these objects is not relevant along the computation, considering they
will be always enough to trigger the proper communication rules with the cells
interacting with it). The initial configuration is, not surprisingly, (w1, ..., wy;0).

Despite the fact that the applicability and effect produced by the different
types of rules is properly described in [20], as it is crucial for the understanding of
the semantics of the system, we will include such information in this preliminary
section in order to avoid the reader the need of such additional access to the
corresponding sources, thus making the reading of this document mostly self-
contained. Therefore, in what follows we keep describing the semantic aspects of
the system:

— A symport rule (pro | i,u/\, j) € R is applicable to a configuration if region
1 contains multiset u and the objects of the promoter pro are present in such
i. Then, if such a rule is applied, u is sent from region ¢ to j.

— An antiport rule (pro | i,u/v,j) € R; is applicable to a configuration if
region ¢ contains multiset u, region j contains multiset v, and the objects of
the promoter pro are present in 7. Thus, when it is applied, the objects of u
are sent from ¢ to region j, in exchange of objects of v, which are sent from
7 to 1.

— Adivision rule [a |, = [b],[ ¢ ], is applicable to a configuration if the cell 7
contains object a, and ¢ is not the output cell. When such a rule is applied,
i is divided into two cells (with the same label): in the first one, a is replaced
by object b, and in the second one by object ¢; the rest of objects present in
the original cell are all kept (replicated) in the two new cells.
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Let us recall that, in a tissue P system with promoters and cell division, the
presence of the promoter objects enables the use of the associated rule as many
times as possible, without any restriction; consequently, a promoter can be
used simultaneously by any number of rules associated with this promoter, which
is not consumed nor blocked by the rule. Let us note that, if the rule does not
require any promoter, the initial part of the rule is omitted, writing the rule as
(i,u/N,j) (resp., (i,u/v,j)) instead of (0 | i,u/N,j) (vesp., (0| i,u/v,j)).

Regarding the dynamics of the system (i.e., the execution strategy), the rules
of these systems are applied in a maximally parallel manner: at each step, all
cells which can evolve must evolve in a maximally parallel way (no further rule
can be added being applicable, at any given instant). The only constraint to this
statement is the following: when a cell is divided, the division rule is the only
one to be applied involving such cell at that step, so the objects inside that cell
not explicitly present in the syntax of the division rule do not evolve by means
of communication rules.

The concepts of computation following the sequence of configurations, and
the halting configuration are the usual ones in membrane systems. Concerning
the result of the halting computations, it will be encoded by the number of
objects present in the output region in the halting configuration.

3 P-Lingua framework for P systems

Along the last two decades, many types and variants of P systems have been
defined, providing computing theoretical devices showing interesting properties.
However, no physical implementation of such machines exists so far, and the
solutions based on such systems are difficult to work with at certain level in a
manual way.

In this context, having at disposal automatic tools to support the design,
debug, analysis and simulation of these novel solutions may result crucial. In
this sense, P-Lingua [4, 16] provides a uniform framework for the specification,
debugging and simulation of this kind of computing models. Additionally, on top
of P-Lingua, MeCoSim [15,22] provides a user-friendly environment using the
previous core to parse and simulate models (for technical users), along with a
higher-level interface to handle models and deliver end-user applications based
on this framework (for end users, not requiring knowledge about P systems).

This section outlines the main elements included in the framework provided
by P-Lingua and MeCoSim.

3.1 P-Lingua framework

The main components of P-Lingua framework[3] were initially a specification
language to define P systems, and a Java [25] library called pLinguaCore, in-
cluding parsers and simulators for different models within membrane computing.
Later on, additional types of P systems have been covered, along with additional
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features of the language. Along with these main elements, different command-
line tools were provided from the beginning.

P-Lingua is intended to be a standard language for the definition of P systems
through simple tezt files, easily processed by pLinguaCore directly or using some
command-line tool or visual client (as MeCoSim, described in section 3.2). These
files can specify P systems of families of them, depending on certain parame-
ters included in the files (so that different values for the parameters instantiate
different members of the family). The common syntax shared by many kind-
s of P systems including membrane structures, initial multisets, some types of
rules, etc. decreases the learning curve for P systems designers learning different
computing models within membrane computing.

Fig. 1 shows a small specification in P-Lingua language, for the definition of
a simple P system. In this case, we are showing a tissue P system with promoters,
using some new features introduced in this work. However, many elements (as the
specification of the model, the definition of functions, the membrane structure
or the initial multisets) take advantage of the general features provided by the
language. This implies that someone familiar with P-Lingua and transition P
systems, for instance, can understand most of the code, without prior experience
with tissue P systems with promoters and cell division.

@model<tpdc>
def main ()
{
omu = [[1°1 [1°2]°0;
5 @ms (0) = b,c,e;
6 Gms (1) = a,b,c;

AW N =

1 2

r1:(1,a/p,2) 7 oms (2) = p;

. 8 [a]l’1 <--> [p] ’2;
T2~(p|17b/b670) 5 [P | b]’l <—=> [b,e]’O;
T3:(p\1,c/ce,()) 10 [p | cl’1 <--> [c,e]l’0;

11 [p | b,cl’1 <--> []1°0;

T4 : (p | 17bc/)‘7 0)

Fig. 1. A simple P system specification in P-Lingua

Apart from the language, as mentioned above, P-Lingua framework includes
the library pLinguaCore, providing parsers and simulators for the variants of P
systems supported by the language, plus other useful tools. A detailed explana-
tion can be found at [3,4], and further information on a deeper level is given in
[16] (this last one in Spanish).

3.2 MeCoSim (Membrane Computing Simulator)

MeCoSim provides visual tools to manage membrane computing models using
P-Lingua. Thus, for P systems designers explore the models as white boxes to
deepen in the study of the P systems themselves, while end users (possibly
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Simulating Tissue P systems with promoters 7

unrelated to membrane computing) use them as black boxes to focus on the
problems, abstracting from the internal details of the P systems actually solving
such problems.

On the one hand, model designers find in MeCoSim a graphic tool to de-
sign, simulate, analyse and verify their models. On the other hand, end users
receive MeCoSim-based applications (customized by the designers) adapted to
their problems, where they simply enter the input data and check the results. As
previously introduced, MeCoSim is built on top of P-Lingua: models are speci-
fied in P-Lingua language, processed by their parsers; then, the simulations are
performed by executing simulation algorithms provided by pLinguaCore library,
or through external simulators connected to MeCoSim.

In this visual environment, there exists a general application where any spe-
cific single P system written in P-Lingua can be processed, from the load
and parsing to its simulation). However, if we want to have custom applications
where the end user can introduced data to instantiate some member of a family
of P systems and/or providing the external input to the system, the designer can
configure a custom application through a spreadsheet file with .x1s extension,
adapting the inputs and outputs to the desired P system family, and indicating
the way the input data by the end user will populate the parameters for the final
P system to generate with each run of the system.

The overall process to customize apps and to use them, enriching the core
parsing and simulation functionalities with further debugging and visualization
tools, plus other add-ons using MeCoSim extension mechanisms, can be reviewed
in detail in [22, 27].

4 Extensions of P-Lingua language

The previous section has outlined the main elements of our general framework
provided by P-Lingua and MeCoSim.In the present work, the general tools of
this framework are extended to handle tissue P systems with promoters and cell
division. This includes genuine features added to the specific language for this
kind of systems, including in their syntax some lexicon and grammar elements.
Additionally, the existence of new ingredients (promoters) in the rules of these
systems implies the need of new simulators capturing the dynamic behavior of
these systems, following the description in [20].

In summary, we will take as a reference the existing P—Lingua syntax for
P systems introduced in [16,17], and will introduce the syntactic elements for
tissue P systems with promoters and cell division along the following subsections.
Then, a brief description of the simulator developed for this variant of P systems
is given.

4.1 Model specification

Any P-Lingua file defining a tissue P system with cell division can be specified,
in general, using tpdc as its model (similar to TPDC[20]):
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OGmodel<tpdc>

This use of tpdc will imply the allowance in (t)issue P systems of the use of
(p)romoters (not present nor allowed in pre-existing models as tissue_psystems
or TSCS), and cell (d)ivision, as well as the usual (c)ommunication rules.

Similarly, two additional restricted variants have been defined for this new
type of P systems, both available to use instead of tpdc, depending on the type
of constraints imposed:

Omodel<tpds>
Omodel<tpda>

As one might expect, the suffix s means that communication rules are re-
stricted to (s)ymport rules only, while the a constraints the systems to allow
(a)ntiport rules only instead.

The rest of the file will then define the main elements describing the P sys-
tem, including the membrane structure containing the different cells, the initial
multisets present in each one of them at the beginning of the computation and
the set of rules. Let us note that some elements, as I" or the underlying graph
connecting the cells, are inferred from the initial multisets and the rules. On
the other hand, £ is also inferred from the initial multiset associated with the
environment in the P-Lingua file.

The membrane structure, initial multisets, sets of rules and output region
will be set, as explained in the following subsections.

4.2 Membrane structure and initial multisets

Tissue P systems with promoters are based on a graph structure as any other
tissue-like P systems. As commonly used in P-Lingua models, in order to specify
the initial membrane structure the reserve word @mu is used, defining the corre-
sponding p, as defined in Section 2. More specifically, if we have ¢ cells, it would
be defined as:

Omu = [ [1°1 [1°2 ... [1°q 1°0;

This can be seen for a specific example in Fig. 1:

emu = [ [1°1 [1°2 1°0;

Regarding the objects in the initial configuration of the system, they can be
defined by the reserved word @ms, assigning a certain multiset to the desired

membrane. Thus, for the example in Fig. 1, the initial multisets are defined in
P-Lingua as:

@ms (1)
@ms (2)

a,b,c;
P

Similarly, the alphabet of the environment, establishing which objects will
be present in the environment in an arbitrarily large number of copies along the
computation, is defined with the same syntax, but assigning a set to label 0.

@ms (0) = b,c,e;

53



Simulating Tissue P systems with promoters 9

Let us recall that in the rest of regions (in the cells) we may have more than one
copy of certain objects, and that P-Lingua expresses this by using operator *,
followed by the multiplicity of the object, as in the following example:

Gms (1) = a,b*3,c*2;

Alternatively, the definition of these initial objects can be included directly in
the definition of p presented above, so that any membrane may include both
child membranes and objects inside, as in the following code:

O@mu = [ a*2 [ b 1°2 [ 1°3 [ c*5 1’4 1°1;

Besides the previous separate definitions of cells structure and initial multisets
(plus definition of the alphabet of the environment), these elements might be
combined to express in a more succinct way the same ideas. Thus, the corre-
sponding lines into the example in Fig. 1 could be rewritten as:

@uu = [ b, ¢, e [ a, b, ¢ 1’1 [ p 1’2 1°0;

4.3 Definition of rules

As we recalled in Section 2, Tissue P systems with promoters and cell division
introduce a new feature with respect to classical tissue P systems with cell
division, in such a way that any symport/antiport rule can be conditioned by
the presence of promoters. These elements were not present in P-Lingua so far,
so they have been included in the language, and applied to the rules of the new
models (tpdc, tpds and tpda). The example shown in Fig. 1 illustrate the use
of the new feature:

[p | p1°1 <--> [b,e]l’0;
[p | ¢l’1 <=--> [c,e]l’0;
[p | b,cl’1 <--> []1°0;

As we can see in the example, the syntax prom | inside the left hand side
of any of the rules is used, to express that the promoter object (p in the example)
must be present in order to make the rule applicable.

4.4 Simulation of the new model with P-Lingua and MeCoSim

A new simulator has been developed within P-Lingua framework, making use of
the general simulator available for tissue P systems, but including the semantic
and dynamic aspects derived from the use of promoters in the rules of the new
model.

Thus, once a P system in P-Lingua language is available in its text file, the
simulator will perform a possible computation (let us recall our systems are non-
deterministic) from the initial configuration given by the structure and multisets
specified, producing the corresponding transitions until a halting configuration
is reached.

Thus, the simulation algorithm follows the general schema present in most
of the simulators included in the platform:
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10 Luis Valencia-Cabrera et al.

1. Initialization
2. For each computation step, while there are applicable rules:

(a) Selection of rules
(b) Execution of rules

The initialization stage sets initial structures used by the algorithm (tech-
nical details are not relevant here). Then, the main loop runs until a halting
configuration is reached (i.e., until no applicable rule is present).

The selection phase checks for the applicability of the rules for each cell.
Then, for every membrane, if there are applicable rules, a maximal set is se-
lected non-deterministically, following the constraints detailed in Section 2. The
applicability of a rule is determined by the presence of at least the number of
objects of each type present in each interacting region cell (let us recall that, if
the environment is one of such regions, the objects of the alphabet of the envi-
ronment will be present in an arbitrarily large number of copies). Additionally,
if promoters are included in the rule, then their presence will also be required in
order to make the rule applicable.

Finally, as a result of this selection phase, a set of rules have been selected.
In this case, let us also recall that, while the multiplicity of each object restricts
the choice of rules for our maximal set, in the case of promoters is different: with
only one promoter object affecting many rules, all of them would be enabled in
with respect to the promoter. In this sense, we say that rules do not compete for
the promoters, they imply more a context condition that an object to consume
(it is in fact not removed).

Then, the execution phase applies the change in the configuration, passing
from Cy to Cyy1, removing the objects consumed by the rules selected, and
adding the objects produced, with the semantics specified in Section 2.

4.5 Availability of the software tools developed

The tools described in the previous sections, concerning the language, parsing
and simulation have made publicly available in the current version of MeCoSim,
that can be downloaded from [27]. Once downloaded, whenever the software
runs, if an Internet connection is active, it checks the presence of new versions
of any of the files involved, thus guarantees it always provides the user with the
last version of MeCoSim (that includes in its installation pLinguaCore).

4.6 Further technical considerations

The tools developed along this work aim to complement P-Lingua framework, in
order to provide both P system experts/designers and end users of the P-system
based applications with an environment where they can debug their designs,
verify solutions to hard problems and run virtual experiments for a variant of P
system not previously supported.
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The main challenges faced during the development are derived from the def-
inition of a sub-language for tissue P systems with promoters integrated in P-
Lingua framework, plus the corresponding simulator handling this variant of P
system.

On the one hand, the extension of the language includes new syntactic and
grammatical elements for the parser, based on JavaCC [26], and the proper inte-
gration with the rest of P-Lingua language. On the other hand, the definition of
the corresponding semantic constraints and the logic of the specific simulor, tak-
ing into account the semantic and dynamic aspects defined by tissue P systems
with promoters and cell division [20], was developed in Java [25], and following
the structure defined for other simulators and semantic decorations.

Let us recall that the aim of P-Lingua framework and MeCoSim environment
is the precise definition of each variant of P system covered from a functional
point of view. Other aspects as the development of the fastest possible solutions
for these systems (e.g., with parallel simulators using high performance com-
puting - HPC) would be out of the scope of this work, and could improve the
performance of the simulator developed. Those potential alternatives could still
make use of the parsing tools developed with P-Lingua, and also be connect-
ed with MeCoSim environment acting as a client providing the interface and
pre/post-processing tool for a server HPC-based simulator.

5 Case studies

In the previous section, the software tools developed for the design and simula-
tion of tissue P systems with promoters and cell division have been described.
In this last section, we will illustrate the use of the software, showing the cor-
responding P-Lingua files specifying the solutions in the input format for the
computer tools, and some runs for simple and complex problems.

5.1 Basic example

In order to check the proper behavior of the new features included in our frame-
work, we started with a very simple example, as included at the beginning of he
paper:

1@model<tpdc>

>def main ()

39

1 @mu = [[]’1 []1°2]°0;

5 @ms (0) = b,c,e;

6 @ms (1) = a,b,c;

7 @ms (2) = p;

8 [al’1 <--> [p]l’2;

9 [p | bl1’1 <--> [b,e]’0;
10 [p | ¢]’1 <==> [c,e]’0;
11 [p | b,c]’1 <-=-> []1°0;
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12 Luis Valencia-Cabrera et al.

This simple example included both symport and antiport rules, so we made
use of tpdc model, and started debugging in MeCoSim, as shown in Fig. 2.

Parsinglnfo EESEEGGTIMLE Errors | Warnings

CONFIGURATICN: O -

CELL ID: 1, Label: 1
Multiset: a, b, c

CELL ID: 2, Label: 2
Multiset: p

ENVIRONMENT: b*Inf, c*Inf, e*Inf

STEP: 1

Rules selected for CELL ID: 1, Label: 1
1% $1 [a]'1l <--> [p]'2

e e skl ok ko o sk e ke ke ek ke ke s e sk ok ke ko ok o sk ok ko o ek

CONFIGURATION: 1

CELL ID: 1, Label: 1
Multiset: b, <, p

CELL ID: 2, Label: 2
Multiset: a

Fig. 2. Debugging a simple tissue P system with promoters in MeCoSim

If we had used a different model, as tpda or tpds, our environment would
inform us about the error, thus disabling the possibility to run it until we correct
this aspect, as we can see in Fig. 3.

ParsingInfo SimulationInfo @ Warnings

Semantics error: Rule doesn't match the "tissue psystems" specification at line 11 : 18--39

Rules with promotsrs are not allowed

Semantics error: Rule doesn't match the "tissue_psystems" specification at line 12 : 18--39
Rules with promoters are not allowed

Semantics error: Rule doesn’t match the "tissue psystems" specification at line 13 : 18--38
Rules with promoters are not allowed

Parser process finished with errors

Fig. 3. Informing about semantic errors
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Simulating Tissue P systems with promoters 13

5.2 Solving SAT by tissue P systems with promoters and cell division

In this case study, we will recall the solution for SAT given in [20], illustrating
the behavior of these systems, and we will show the corresponding P-Lingua files
specifying the solutions in the input format for the computer tools.

The SAT problem is a well known NP-complete problem [2], which is defined
as follows: given a Boolean formula in conjunctive normal form (CNF), deter-
mine whether or not there exists an assignment to its variables such that the
formula is evaluated to be true.

In what follows, we provide here the linear time solution to the SAT problem
by a family of recognizer tissue P systems with promoters and cell division di-
rectly taken from [2]: ITI = {II(¢) | t € N}. As expressed there, each system II(t)
processes all Boolean formulas ¢ in conjunctive normal form with n variables
and m clauses, where t = (n,m) = ((n+m)(n +m + 1)/2) + n, assuming the
corresponding input multiset cod(ip) is supplied to the system.

For each n,m € N, we consider the recognizer tissue P system with promot-
ers and cell division

H((n,m)) = (szagawlvw%Ry Z-inyiout)7
where

2n—|—m—|—3} U {bm+1,e,p,q,q',yes,no},
- E:{xi’j,ii,j | ].SZSTL,].S]SWL},
—E&={a; |1 <i<n}Ulbj,c; |1 <j<m}U{z|0<i<2n+m+3}U
{bm+1,€,q/},

- W= {a1}7 Wz = {p7Q720uyes7no}7

— 4, = 1 is the input cell,

— dout = 0 is the output region,

— The set R consists of the following rules:
Tl,iz[aih‘)[ti]l[fi]p1§i§n7
7o = (ti | 1w j/c;,0), 1 <i<n,1<j<m,
3,05 = (fi | 1,%i5/¢j,0), 1 <i<n,1 <5 <m,
T4, = (1,t¢/ai+1,0), 1 S i S n,
5 = (1, fi/ai+1,0), 1 <i <mn,
re = (1,an+1/b1,0),
75 = (b5 [1,¢5/bj41,0), 1 < j <m,
T8 (l,bm+1/p72),
r9 = (bmt1 | 2,yes/e,0),
o = (bm+1 | 27Q/6?O)7
T11,i = (2, ZZ‘/ZZ‘+1,0), 0
T2 = (22n+m+3 | 27Q/q
r13 = (¢’ | 2,n0/e,0).

All the details about the behavior and verification of the model can be read
in [2]. For our purposes, it is interesting to see the translation of this system to
P-Lingua language, using the new model and elements introduced:

/
)
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14 Luis Valencia-Cabrera et al.

@model<tpda>

def main ()

{
call module_init_conf(n,m);
call module_rules(n,m);
call module_input();
}
def module_init_conf (n,m)
{
@mu = [[]°1 [1°2]°0;
@ms (0) = b{m+1},e,qp;
@ms (0) += af{i} : 1 <= i <= n+1;
@ms (0) += b{j}r,c{j} : 1 <= j <= m;
@ms (0) += z{i} : 0 <= i <= 2*n+m+3;
@ms (1) = a{1};
oms (2) = p,q,z{0},yes,no;
}
def module_rules(n,m)
{
/* ri{i} */ [a{i}]’1 --> [t{i}]’1 [£{i}]’1 : 1<=i<=n;
/* r{i, 7} */ [t{i} | x{i,j}]’1 <--> [c{j}]’0: 1<=j<=m, 1<=i<=n;
/* r3{i, 5} */ [£{i} | nx{i,j}]’1 <--> [c{j}]’0: 1<=j<=m, 1<=i<=n;
/* r4{i} */ [t{i}]1’1 <--> [a{i+1}]°’0 : 1<=i<=n;
/*x r5{i} */ [£{i}]’1 <--> [a{i+1}]°0 : 1<=i<=n;
/* r6 */ [a{n+1}]’1 <--> [b{1}]’0;
/* r7{j} */ [b{j} | c{j}]1’1 <--> [b{j+1}]1°0 : 1<=j<=m;
/* r8 */ [b{m+1}]°1 <--> [p]l’2;
/* r9 */ [b{m+1} | yesl’2 <--> [e]l’0;
/* r10 */ [o{m+1} | ql’2 <--> [e]’0;
/* r11{i} */ [z{i}]1’2 <--> [z{i+1}]°0 : 0<=i<=2*n+m+2;
/* r12 */ [z{2*n+m+3} | ql’2 <--> [gp]l’0;
/* r13 */ [ap | nol’2 <--> [e]’0;
}
def module_input ()
{
/% We define here the input for the P system */
/* Let be m: number of clauses, and n: number of variables */
@ms (1) += nx{variable{il},clause{i}}*valn{i}, x{variable{il},clause{il}}=*
val{i} : 1<=i<=nvals;
}

Figure 4 shows this last example loaded in MeCoSim, running a specific
example, and visualizing both P-Lingua file editor and the multisets viewer.

Let us note that previous to getting this result a debugging process was
conducted through the platform generic tools with the new features incorporated.
Additionally, the formal verification of this solution given in [20] could be checked
with the step-by-step run, thus checking that the statements made in the original
paper are indeed satisfied for specific examples, what enriches the previous result
with experimental validation.
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Abstract. The aim of the tri-objective vehicle routing optimization
problem with time windows (TO-VRPTW) is to optimal the total travel
cost, the number of vehicle and the travel cost of the farthest car. This pa-
per presents the two-stage multi-objective optimization algorithm based
on classified population (TSCOA). According to characteristics of dis-
crete optimization problem, the concept of crowding degree is extended;
According to characteristics of the number of vehicles, a classification-
based population structure is proposed which can reduce dimensionality
while ensuring the quality of the solutions found; According to the char-
acteristics of population structure, the NSGA-II is improved. The frame-
work of TSCOA develops a two-stage multi-objective evolutionary algo-
rithm including initial population acquisition and multi-objective search.
Stage I focuses on finding an initial population with optimal distribution
structure by global search of single objective and bi-objective, while stage
IT uses elitist preservation strategy of “gradually optimizing main loop of
intermediate generation”. The experimental results based on the Solomon
benchmark instances show that in term of the tri-objective, TSCOA out-
performs other existing algorithms because of optimal solutions are closer
to the Pareto front and their distribution and extensibility.

Keywords: TO-VRPTW , NSGA-II, TSCOA, Population Structure

1 Introduction

The vehicle routing problem with time windows (VRPTW) [1]is a combinatorial
optimization. The problem can be described as using vehicles of same specifica-
tions service a set of geographically dispersed customers (Each vehicle starting
from the dispatching center service customers, then return). The problem is also
subject to the restriction that each customer must be visited exactly once and
that the cumulative demands of the serviced customers must not exceed the
capacity of the servicing vehicle.

* Corresponding author.
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2 TSCOA for TO-VRPTW

VRPTW is an extension of VRP [2, 3] with time constrained which has very
important realistic meaning in logistics, grain scheduling, supply chain man-
agement, electronic commerce [4] and so on. However, there are many practical
problems account for bi-objective or multi-objective optimization [5]. When opti-
mizing the NP-hard[6] problem, many heuristic algorithms[7] and meta heuristic
algorithms[8] have been well developed.

For now, the main study aiming at VRPTW is about single objective and
bi-objective and has a great number of research achievements. The classical
evolutionary algorithms include: Hong and Park[9] constructed a linear objec-
tive programming model for bi-objective VRPTW and proposed a heuristic
algorithm to relieve a computational burden. The multi-objective genetic al-
gorithm(MOGASs)[10, 11] maintain a population of candidate solutions to find
Pareto solutions. Deb et al.[12] proposed improved NSGA[13] called NSGA-IIL.
Tan et al.[14] proposed hybrid multi-objective evolutionary algorithm(HMOEA)
to optimize the bi-objective VRPTW. Geiger et al.[15] presented an interac-
tive multi-criteria approach for the resolution of rich vehicle routing problems.
Gong[16] proposed a multi-objective PSO to solve the MO-VRPTW. With the
increment of objectives, the number of Pareto solutions will increase. In this
way, there are two problem caused by increasing objectives should be consid-
ered. The first one is the computational efficiency and the second one is whether
the Pareto front is complete. In other words, it is the reason why some algo-
rithms with excellent performance on single objective and bi-objective VRPTW
show low performance while optimizing many-objective VRPTW.

In order to solve problems of low computational efficiency and accuracy
caused by the many-objective optimization, researchers also proposed many ex-
cellent algorithms to solve many-objective optimization problem. Zhang et al.[17]
presented a specially tailored evolutionary algorithm based on a decision variable
clustering method to tackle such large-scale many-objective optimization prob-
lems. Afterwards, to optimize the two types of decision variables, a convergence
optimization strategy and a diversity optimization strategy are adopted. In [18—
20], MDVRPTW]|21] with three objectives, four objectives and five objectives is
optimized. Zhang et al.[22] proposed a knee point driven evolutionary algorithm
to solve many-objective optimization problems.

Nevertheless, there are relatively few researches on the tri-objective VRPTW
(TO-VRPTW) with only one distribution center. Therefore, it is necessary to
study an optimal algorithm for TO-VRPTW. In this paper, for balancing the
burden of the farthest car and making VRPTW be more realistic significance,
we take the travel cost of the farthest car as the third objective. In the previ-
ous study of TO-VRPTW, Andreas Konstantinidis et al.[23] presented a multi-
objective algorithm MOEA /D-aLS to optimize TO-VRPTW. MOEA /D-aLS has
advantages in optimizing TO-VROTW, but its parameter setting and calculation
process are complex. Therefor, its Pareto solutions and computational efficiency
still have room to improve.

The contributions in this paper include:
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The Two-stage Multi-objective Optimization Algorithm 3

1) construct an initial population based on the number of vehicles which
makes the Pareto front have much more extensibility.

2) A two-stage evolution algorithm TSCOA based on improved NSGA-IT
which is used to optimize TO-VRPTW. TSCOA greatly improves computa-
tional efficiency by optimizing tri-objective to bi-objective while constructing a
complete initial population.

The remaining chapters of this paper are mainly divided into following sec-
tions: section 2 gives the mathematical model and some basic knowledge about
multi-objective optimization problems; section 3 introduces proposed TSCOA
from computational framework, crowding degree, population structure, main
loop and some other aspects; section 4 describes the experimental results by
comparing the 56 Solomon[24] benchmark instances, NSGA-II and the algo-
rithm in [23]. Among them, we use three indexes including approximation, dis-
tribution and extensibility of Pareto front to demonstrate the outperformance of
TSCOA in optimizing TO-VRPTW and TSCOA also outperforms in optimizing
bi-objective through experimental comparison with other excellent bi-objective
optimization algorithm.

2 Basic Theory

2.1 Mathematical Model of TO-VRPTW

M ={1,2,--- ,;m}, mis a set of vehicles. N = {1,2---  n} represents n(n > m)
customers and the dispatching center is denoted as 0. Each customer ¢ must be
served by only one vehicles in the time windows [T;, T¢;],where Ty; and Tp; is
the beginning and the end of the customer served. If the served vehicle arrives
before Ty;, it will wait for Ts; to serve.

Before presenting the mathematical formulation, some following notations
are defined:

d;; is the distance between grain depot 7 and grain depot 7,

r; is the demand for goods in the grain depot 7,

W is the maximum load capacity of the vehicle,

pr(px C N) is the grain storage point set for the number of vehicles £,
T is the time point when the vehicle k arrives at the grain depot ¢
t;; is travel time, K is a coefficient.

Decision variables:

~_J 1if vehicle k travels from grain depot i to grain depot j
Tk =0 otherwise
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4 TSCOA for TO-VRPTW

The mathematical model of TO-VRPTW (optimization model I) is as follows:

min fi = Z Zl'Ojk (1)

kEM jEN

min fy = Z Z Z di; ik (2)

keMieN jeN

min f3 = max Z Z dijzijn (3)

1€EPK JEPK

XY myjp=1YieN

KEM jEN

> (ri Yo wiyr) SW,Vke M

iEN  jEN

Z Tojk = Z Tior < 1,Vke M

JEN i€EN A
st > Tink = thjk,Vh€N7Vk€M (4)

i€EN JEN

Tt +tij — K(1 — x451) < Tj, Vi, j € N\Vk € M

> >z <|D|-1,YDCN

keM i,jeD

Te; > Ty >0

In this model, Objective (1) is to minimum number of vehicles. Objective (2)
is to shortest total distances. Objective (3) is to shortest distances traveled by
the farthest vehicle. (4) is to show the mathematical model of all constraints.

2.2 Related Concepts of Multi-objective Optimization Problem

The Multi-objective Optimization Problem (MOP) is expressed as follows:

miny = f(2) = (f1(2) .o frn ()T
gi(z) <0,i=1,2,...,u
hi(z)=0,j=1,2,...,0v

The basic concepts of the MOP solutions are described as follows:

Definition 1 Let 2= {xz|Vi(g;(z) <0) AVj(h;j(z) =0) Az € R"} be fea-
sible solutions of MOP, V' = {y = (y1,-..,Ym)|v: = fi(x) Az € 2} be the m-
dimensional target space.

1) For zq,xo € 2if V) (fj(x1) < fi(x2)) ATk (fr(z1) < fe(z2)), z1 dominates
T9,it can be recorded as x1 > x».

2) For ¢ C £, if Vo, 2o (x1,29 € p A= (21 = 23 V X2 > x1)), ¢ is a non-
dominated set.

3) For z(z € 1), if Va' (x/ €N (:rl - x))7 x is denoted as a Pareto-

optimal solution, while vertex set ¢ C 2, z (z € @),if V' (a?/ EPNA (:El - x)) T

is denoted as a non-dominated solution of vertex set ¢.
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The Two-stage Multi-objective Optimization Algorithm 5

4)PS= {a:| xe QAL (x/ €ENNA (1:, - x))} is named as a set of Pareto

solutions, while p C 2let NS (p) = {x\ T EpAYL (xl €PN <x/ - :v))} be
a non-dominated solution of vertex set ¢. Let PS® be a set of Pareto solutions
of optimization model I.

5)PF={f ()|« € PS}is named as a Pareto front ,While ¢ C 2,1let NF (p) =
{f(xz)|z € NS(p)} be a non-dominated Pareto front of vertex set ¢. Let PF?
be a Pareto front of optimization model I.

The essence of NSGA-II is to find vertex set ¢, in order to let the non-
dominated front NF (¢) approach to Pareto front PF? in an optimal way.
Among them, whether the non-dominated front NF () is crowded is an im-
portant index to evaluate a set of non-dominated solutionsN S (), and the less
crowded a set of non-dominated solutions NS (¢) is, the more evenly the non-
dominated front of NF' (¢) is distributed.

Definition 2(Crowding Degree) For a solution z; of a non-dominated set
p={z129...70 }.

1) For the j-th objective function, if f;(x1) < fj(z2) < ... < fi(zn).fij(z1) =
i (zn) = oo,

[fi(@i1) — fi(@iz1)]
(Fr(a) = 7™ (@)

2) A crowding degree of z; is a sum of crowding degree of all objective
functions.

Cj(z;) =

(2<i<nl) (5)

m

Clai) =) Cilai) (6)

Jj=1

3 The Two-Stage Multi-Objective Optimization
Algorithm Based On Classified Population

In this section, the two-stage multi-objective optimization algorithm based on
classified population (TSCOA) is proposed to optimize TO-VRPTW. In section
3.1, NSGA-IT computing framework is improved. In section 3.2, crowding degree
is extended. Section 3.3 introduces three parts separately: an improvement of
population structure is explained in detail at the first part; the second part
describes how to get an initial population; the third part introduces a distribution
of fitness values.

3.1 Computing Framework of TSCOA

NSGA-II basic framework: Firstly, an initial parent population is randomly gen-
erated; then some genetic operations are used to produce an intermediate genera-
tion population, merging it with parent population, then intermediate generation
population is deleted through a dominance relationship and a crowding degree
relationship to obtain the offspring. This basic framework can be improved in
two ways:
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6 TSCOA for TO-VRPTW

1) The quality of an initial population structure directly affects calculation
accuracy and efficiency of TSCOA. Therefore, the algorithm of constructing an
initial population is crucial.

2) Dominance relationship and crowding degree relationship have large com-
putational costs. The size of an intermediate generation population is doubled
first, and then it is shorten to a half through dominance relationship and crowd-
ing degree relationship. There is room in this process to improve due to excessive
and invalid calculations.

In view of above two problems, the framework of NSGA-II is improved as
follows:

1) Get an initial population. The optimization algorithm is designed to get
an initial population with a more reasonable structure.

2) Gradually optimizing main loop of intermediate generation. In this main
loop, when an intermediate generation which starts with parent population per-
forms a genetic operation, it will be updated. Offspring is obtained until genetic
operations are completed on the parent population.

The framework of TSCOA is shown in Fig.1.

Initial Population

Second Stage

(m,n) Lower Bound and Upper
Parent Population NO»

Bound of Vehicle Number

YES X

Individuals Satisfying Upper and | |
Lower Bounds

Main Loop
Operator

Offspring Population

Termination
Criteria

NO

Fig. 1. the TSCOA framework
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The Two-stage Multi-objective Optimization Algorithm 7

The framework of main loop operator shows in the section 3.4 fig.2.

3.2 Extension of Crowding Degree

Discrete optimization problems (especially VRPTW) have higher coincidence
degree of objective function values among population individuals than continu-
ous optimization problems. When calculating a crowding degree of VRPTW| it is
important to process the coincidence degree of this objective function value, and
extend a crowding degree of a discrete optimization problem. Next, we discuss
the extension of crowding degree of a discrete optimization problem.

Let S(z;) be a solution set in all MOP which coincides with solutions inf(z;)
, S(x;) = {xz| A fiw(zi) = fu(z)}.Obviously, there is x; € S(x;), the crowding
k=1

degree of a solution which has a higher degree of polymerization is more smaller.
If |S(x;)|= 2, it means that there is a solution that coincides with z;, we can set
C(z;) = (1 —2) = —1. If |S(x;)|=3, it means that there are two solutions that
coincide with z;,we can set C'(z;) = (1 —3) = —2. So, while |S(x;)| > 2,C(z;) =
(1 - ().

Definition 3(Extended Crowding Degree) For a solution z; of a non-
dominated set o= {z1x2...2, },
%oy [S@I=1
= { =G ™)
(1= [S(:)]) [S(zi)| = 2

There is a calculation process of the extended crowding degree in Algorithm 1.

Algorithm 1: crowding (Q)

1: For each ¢ € Q

It (|S(q)] > 2)

8 Cy=1-|5(q)

4: End for

5: For j to end

6:  For each objective m
7 sort(Q, m)
8.

o

C11 = Cend = o0 )
9 Ci=Cit(QUi+1).m— QL — m)/(fme — fmim)
10:  End for
11: End for

Where Q[j].m represents m-th dimension objective function value of the solution j.
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8 TSCOA for TO-VRPTW

3.3 Improvement and Acquisition of Population Structure
3.3.1 Classification Population Structure

A criterion for evaluating optimal-solution set of Multi-objective intelligent op-
timization algorithm (“Evaluating Optimal Solutions Criterion”) is:

1) The non-dominated front NF (¢) of optimal solutions is close enough to
PF3.

2) The non-dominated front NF (¢) extensibility of optimal solutions has a
wider range.

3) The non-dominated front N F (¢) distribution of optimal solutions is more
uniform.

PF of discrete multi-objective optimization problem is a finite vertex set,
and the number of vehicles of TO-VRPTW is an integer value within a certain
range. Therefore, when calculating about TOVRPTW, we firstly classify initial
population according to the total number of vehicles in PF3. PEF? has been
reached on objective fi, meeting a criteria of the optimal model I.

Let total number of vehicles in PF? be in the range [m,n]. Bi-objective
VRPTW aiming at the shortest distance and the farthest vehicle distance is
composed by objective functions (2),(3) and a constraint condition (4). The
mathematical model of bi-objective VRPTW is called optimization model II.

Theorem 1 Let PS? be a set of Pareto solutions of optimization model II
then n = max {fi(z)|z € R?} be a upper bound of the number of vehicles in
PF3.

Proof:For vz’ (II e QAf(Z) > n) ,since PS? is a set of Pareto solutions

of optimization model II , Jx (m € PSQ),fQ(JZ,) > fa(z) A fg(x/) > f3(z) and
f1 (x') > n > fi(x).Therefore,x > 2 is in a set PS3, that n is a upper bound of
the number of vehicles in PF3.

According to theorem 1, in the TO-VRPTW, it is feasible to acquire total
number of vehicles in PF? at the first time. therefore, we use the population
structure classified according to the number of vehicles. The specific population
structure is as follows:

m T o Tk,
D= | Mttt Tt
n Tpi - Tnk,

Where z; j (m <i<n,1<j<k)is the j-th individual of class i, k; is the
number of individuals of class ¢, the number of population is N = k,,, + k41 +
. + k.

3.3.2 Initial population acquisition

In order to obtain the required number of vehicles of all kinds, an idea of two-
stage is used to design to acquire the initial population in our algorithm: In
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The Two-stage Multi-objective Optimization Algorithm 9

the first stage, a single-objective optimization model consisted of the objective
function (1) and the constraint condition (4) is calculated to obtain a lower
bound . In the second stage, a double-layer multi-objective optimization model
is designed, and this model is calculated to obtain an upper bound n.

The double-layer multi-objective optimization model includes constraint con-
dition (4) ,P; and P;.

P; and P; are shown as follows:

Py . minFy = (f2, f3)

P2 : max F2 = fl

In the model, objective P; has a higher priority than objective P5. Hence, an
optimal solution calculated by the model is to maximize objective f; under the
premise that objectives fs and f3 are both the smallest.

In order to calculate an initial population, we just need to use an intelligent
optimization algorithm to solve a single-objective optimization model at first;
And then, a bi-objective NSGA-II of (fs, f3) is used to solve the double-layer
multi-objective optimization model. Among them, dominance relationship of a
bi-objective (fa, f3) is used to solve problems of fast non-dominated stratifica-
tion, and ordering problem is solved according to the value of objective f; in
each layer.

Let I be an initial population, @ be acquired initial population.

Algorithm 2: get-init-pop([])

tt<+0

: Repeat

: q¢ + car-generate(l;) //f1 calculates to get an optimal individual for each generation
: Ql — Q¢

m < Min(car) //Get the minimum number of vehicles

t—t+1

: Until end generation

1t 0

9: Repeat

10: Q24— car-cardis-generate(l¢) // f2, fs bi-objective calculates to get a set of Pareto solutions
11: Until termination condition fulfilled

12: n < Maz(Q2) // Get the maximum number of vehicles

13: Q<merge (Q1,Q2) // Get an initial population

The algorithm specific process for calculating an initial population is shown in
Algorithm 2. Since there are one and two objectives in the first and second stages,
the population size of algorithm is reduced by at least one order of magnitude
compared to tri-objective. Without calculation of crowding degree, complexity of
this algorithm is further reduced. The selection of tournament makes the design
of fitness value more simplified. Therefore, our algorithm designed for calculating
initial population plays a role in reducing the dimension of objective functions.
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10 TSCOA for TO-VRPTW

3.3.3 Distribution of Fitness Values

To ensure that individuals’ distribution between intra-population class and inter-
population class are nearly uniform and the population approaches to PE?3 dur-
ing iterative processes. We design a method for assigning population fitness val-
ues, which operates on each type of population D as follows:

1) Perform fast non-dominated stratification in the class according to domi-
nance relationship of bi-objective (f2, f3),

2) In each layer, sort in ascending order of crowding degree according to the
crowding degree relationship of bi-objective (fa, f3),

3) In the class, according to dominance relationship and crowding degree
relationship, we number population D progressively from good to bad in order
to get Matrix D*:

m ko ... 21
D* — m+1kpiy... 21

n kn, ...21
4) Normalize within the class

j
2.7
i=

pi,j: 7(m§z§n,1§3§kl)

The fitness value matrix obtained after normalization is as follows:

m pm,l pm,2 pm,j
p_|m™t I pm+1,1 Pmt1,2 - Pmt,j

n Pn,1 Pn,2 o Pn,j

The distribution of fitness values has following advantages compared to tradi-
tional NSGA-II:

1) Since this algorithm uses selection method of tournament, it only needs
to be normalized in each class, thus reducing its computational costs.

2) Since the calculation of dominance relationship and crowding degree is
carried out under bi-objective, compared with tri-objective, complexity of this
algorithm is further reduced in layering and sorting, which plays a role in reduc-
ing the dimension of the objective functions.

3) The distribution of fitness value ensures that the number of individuals
between classes is uniform on the premise that the population approaches PF?3.

3.4 Main Loop Operator of Intermediate Generation

The traditional NSGA-II population production process: at first, generate in-
termediate generation through genetic operators; secondly, we merge them with
parent population; finally, we can obtain the offspring through a certain kind of
deletion rule. The population which is merged by intermediate generation and
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parent needs to obtain the basis of deletion by calculating fitness value. The
main computational burden of this part is recalculation of fitness value. There-
fore, how to reduce calculation of fitness value at this stage is the motivation for
” main loop operator of intermediate generation (middle-generation-
update)” proposed in this question. The idea of this main loop is: “taking
parent as intermediate generation; the individual generated by each genetic op-
eration is first inserted into intermediate generation, and then the intermediate
generation is updated according to deletion rule until all genetic operations are
completed; the intermediate generation is the offspring population.” This main
loop avoids double counting effectively.

The implementation of “gradually optimizing the main loop of intermediate
generation” is dependent on two rules: the insertion rule and the deletion rule,
which are described in detail below.

Insertion rule(add(q)): Let the individual to be inserted ¢ belong to the
i-th class; traversing each individual in the i-th class in turn; a sum of the
number of individuals that dominate ¢ is the dominance level of ¢, and the
individual level dominated by ¢ will increase one unit, and for the class which
q is located re-arranging by fast non-domination stratification and re-sorting by
crowding degree.

Deletion rule(del(Q, fit_ min)): Recalculate fitness value for the i-th class;
select individuals with the smallest fitness value among populations to delete.

Let @ be an initial intermediate generation template, and operations of gradually
optimizing the main loop of the intermediate generation as shown in Algorithm 3.

Algorithm 3: middle-generation-update(Q)

1: Q* GA(Q) // Genetic manipulation results in intermediate generation to be inserted
2: For each q € Q*
ing =20
: For each p € Q
if(p >~ q)
ng + + //ngis the dominant level of ¢
if(q = p)
ny + +
9: fast-non-dominated-sort(Q[q]) // Non-dominated ranking of the class in which ¢ is located
10: crowding (Q[q]) //Calculate the crowding degree of ¢
11: add(q) //Insert ¢
12: del(Q, fit_ min) // Delete individuals with the lowest fitness value

PNk w

In the middle-generation-update, the crowding degree calculation rule en-
sures that one class is more balanced, and the fitness value allocation strat-
egy ensures a more balanced class. It achieves this purpose of PF? to be more
uniform. The flow chart for gradually optimizing intermediate generation is as
follows:
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12 TSCOA for TO-VRPTW

Begi .
< cemn > Selection

A4 ¢
Genetic :>
Crossover
Operator

NO
Update of Intgnnedlate N
Population

Update Completed

YES

Fig. 2. the flow chart for gradually optimizing main loop of intermediate generation

4 Experimental Results and Analysis

In this paper, we verify feasibility and rationality of TSCOA through exper-
iments. In the first part, we will introduce test instances, parameter tuning,
performance metrics and experimental comparisons in sections 4.1 and 4.2. In
the second part, we respectively compare TSCOA with other algorithms and
the best known solutions in sections 4.3 and 4.6. In order to test performance
of the proposed algorithm, we use a test set of Solomon’s benchmarks for sim-
ulation experiments. The experimental environment for all experimental tests:
experimental software:VS2013; programming language: C language; processor:
Intel(R)Core(TM) i5-5300CPU 2.3GHz, Windows10,64 bits.

4.1 Test Case and Parameter Settings

This paper uses the well-known Solomon’s benchmark test set to analyze com-
putational performance of our algorithm, and compares solutions in the Solomon
test set with solutions obtained by this algorithm, thus reflecting the reference
significance of our algorithm in solving TO-VRPTW.
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The Two-stage Multi-objective Optimization Algorithm 13

In order to ensure fairness of comparison experiments, the improved algo-
rithm and the comparison algorithm are optimized under the premise of the
program. We use traversal method to search for the best parameters, and con-
trol time and space complexity of two kinds of algorithm at the same level for
comparison experiments. In the case of determining the number of iterations
and the size of the population, we adjust the crossover probability Pc and the
mutation probability Pm to get an optimal value with Pc=0.75, Pm=0.1. Sim-
ilarly, after determining the probability parameters, we increase the number of
iterations and the size of population while population size PN is 400 to 2000,
an optimal initial population can be obtained in case of number of iterations
of the three single objectives in the first stage (N1, N2, N3) is from 2000 to
10000, an optimal-solution set can be got in case of the number of iterations of
multi-objective optimization DN in the second stage is from 400 to 800. When
calculating performance metrics in Table 4, we set test population size and the
number of iterations as shown in Table 1.

Table 1. setting test case parameter

Instance PN (N1,N2,N3) DN

C101 1000 (2000, 5000, 1000) 400
C105 1000 (2000, 5000, 1000) 400
C201 1000 (2000, 5000, 1000) 400
R109 1000 (2000, 10000, 2000) 600
R112 1000 (2000, 10000, 2000) 600
R207 1000 (2000, 10000, 2000) 600
RC101 1000 (2000, 10000, 2000) 800
RC106 1000 (2000, 10000, 2000) 800
RC201 1000 (2000, 10000, 2000) 800

o~ — —
DD DD

4.2 Performance Metric

In this paper, the experimental test of TSCOA calculation performance is com-
pared with the three requirements of “Evaluating Optimal Solutions Crite-
rion”. To this end, we design the evaluation index function from three aspects:
the non-dominated front NF () of optimal solutions close to the extent of PF
while its distribution and extensibility. we design the evaluation index func-
tion from three aspects: the non-dominated front N F (¢) of optimal-solution set
closes to the extent of PF, breadth of distribution, uniformity of distribution.
We name them C index, S index and H index. Let A denote a solution set of
NSGA-II and B denote a solution set of TSCOA.

1) The C index indicates degree of dominance between two solution sets, and
degree of dominance of solution A to solution B is expressed as follows.

~ {ue NS(B)[Fve NS(A):v = u}| x u(A)
cum= NS(B)]
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14 TSCOA for TO-VRPTW

NS (A) and NS (B) are respectively a set of non-dominated solutions of
solution set A and solution set B. When comparing the extent of solution set A
and solution set B close to PF', we need to compare approximation efficiency of
solution set, in addition to the comparison between non-dominated sets, that is,
comparisons of densities of non-dominant solutions. p (A) is the density of a set

of non-dominated solutions in solution set A, u (A4) = ‘NﬂlA)l.

2) The S index indicates the extensibility of the non-dominated solutions
front, the extensibility of solution A is expressed as follows:

SA)=Y [ (NS (A))f.* fi™ (NS (A))
i=1 i

frax (NS (A))and fin (NS (A)) are respectively the upper and lower bounds
of the non-dominated front of solution set A on the i-th objective dimension. f;*
is an optimal solution value of the i-th objective function.

3) The H index indicates uniformity of the non-dominated front distribution
of solution set, which can be described by variance of crowding degree of the
non-dominated front distribution. It can be shown as follow:

2

NIE

Y X (Cila)-C5(NS(4)

J=12eNS;(A)
NS (A)] -2

H(A) =

Where C; (NS (A)) represents the average crowding degree of N'.S; (A) which
is a set of non-dominated solutions NS (A) of A removing two endpoints from
the j-th objective dimension.

4.3 Comparison and analysis of TSCOA and NSGA-II

To illustrate effectiveness of TSCOA, we compare optimization effects of TSCOA
and NSAG-IT according to TO-VRPTW. Table 2 shows the non-dominated front
calculated by NSGA-II for each instance; Table 3 shows the non-dominated front
calculated by TSCOA for each instance; Table 4 shows the performance metric
data calculated by these two algorithms. In Tables 2 and 3, the set A repre-
sents optimal-solution set calculated by NSGA-II; the set B represents optimal-
solution set calculated by TSCOA; data in these tables use the representation of
(f1(z), f2 (z), f3 (x)); the bolded part in Table 4 indicates that the performance
metrics are dominant.

It is known from Table 2 and Table 3 that, in the case of same population
size, except for case C201 and C105, the scale of vertexes obtained by TSCOA
on the non-dominated front is no less than that obtained by NSAG-II. It can be
seen that the elite acquisition ability of TSCOA is stronger than NSAG-II. It
is known from Table 4 that TSCOA is comprehensively superior to NSGA-II in
terms of C and S indexes. It shows that: 1) TSCOA is closer to than NSGA-IL.
TSCOA has the most outstanding performance on set R and its performance
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Table 2. optimal-solution set calculated by NSGA-II

[nstance NE(A) ={(f1 (), f2(z), fs (z))|z € NS (A)}

(10,828.937,127.207), (11,940.352,120.813), (12,983.638,120.725), (14,1035.11,120.722)
CI01 (91 1780.53,117.047)

C105 (10,828.937,127.297), (12,978.128,120.725), (12,1050.82,118.979), (14,1113.56,118.074)
(14,1120.15,117.900), (17,1201.99,117.891), (18,1290.66,117.047)
(4,641.026,232.075), (5,727.428,194.173), (6,819.874,165.409), (10,953.61,163.097)
C201 (11,1018.19,142.864), (13,1319.8,136.551), (15,1498.11,130.267), (16,1557.41,128.258),
(18,1662.65,126.285), (19,1807.22,125.089), (21,1885.53,123.619), (24,1991.4,117.237)

Rigg (14:1262.8,130.152), (15,1431.39,120.025), (16,1460.89,117.682), (17,1500.29,115.985)
(18,1456.35,104.053), (19,1480.47,103.472), (20,1609.68,100.608), (21,1619.14,99.8599)

Ripp (11,1010.96,128.553), (12,1002.5,117.581), (13,1134.72,115.874), (14,1199.89,114.859)
(15,1301.89,104.125), (16,1364.85,104.055), (18,1490.35,103.179)
(4,1308.17,392.373), (5,1120.87,265.386), (5,961.696,278.575), (6,1179.07,204.04)
(6,919.885,209.814), (7,955.226,146.77), (7,919.885,149.757), (8,984.073,143.99)

R207 (9,1054.04,132.447), (9,957.117,147.2), (10,1108.58,117.772), (11,1153.14,116.164)
(12,1204.07,115.795), (13,1264.32,113.245), (14,1347.79,106.824), (16,1453.88,103.828),
(17,1476.13,103.72), (19,1578.44,103.719), (20,1610.21,103.704)

(18,1863.22,123.456), (18,1799.73, 127.465), (19,1903.2,123.387), (19, 1799.73, 127.465),
RC101 (20,1931.28,123.387), (21,2036.82,119.965), (22,2088.46,119.443), (25,2227.39,118.537)
(29,2393.87,117.047)

RC106 (14:1480.15,163.237), (15,1516,143.350), (16,1594.81,120.821), (18,1711.83,123.526),
(19,1853.78,123.013), (21,1889.77,122.629), (20,2019.94,117.047), (21,2012.95,117.047)
(6,1497.630,488.211), (7,2117.52,477.698), (8,2431.52,371.876), (8,2108.03,352.881)
(9,2247.15,270.33), (9,1870.1,304.614), (10,1456.67,219.41), (11,1497.65,203.187)

RC201 (11,1394.56,203.956), (12,1494.31,150.599), (14,1559.28,142.428), (15,1620.96,132.586)
(16,1705.59,127.096), (17,1823.42,124.018), (18,1827.32,121.885), (19,1850.19,119.789)
(20,2056.1,117.494), (21,2057.82,117.237), (22,2149.36,117.047)
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Table 3. optimal solutions calculated by TSCOA

Instance

ABC

C101

C105

€201

R109

R112

R207

RC101

RC106

RC201

(10,828.937,127.297), (12,983.638,125.093), (14,1035.11,120.722), (21,1780.53,117.047)
(21,1657.52,119.128)

(10,828.937,127.297), (12,978.128,120.725), (12,1050.82,118.979), (14,1113.56,118.074)
(17,1201.99,117.891), (18,1290.66,117.047)

(3,591.557,238.208), (4,640.722,195.3), (5,697.187,160.815), (9,893.214,152.015)

(10,934.786,152.015), (13,1238.73,145.075), (23,1761.83,139.052), (24,1853.61,139.052)
(25,2019.31,117.047)

(13,1230.16,120.985), (13,1237.270,116.244), (14, 1249.570, 113.626), (15,1318.420,106.823)
(16,1393.860, 105.715), (17,1303.510,101.458), (19,1584.680,100.896), (20,1619.440,100.165)

(21, 1664.630, 99.860)

(10,953.630,177.426), (11,1010.96,128.553), (12, 1150.890, 117.365), (12, 1061.440,127.393)
(13,1186.860, 108.578), (13,1090.470, 125.391), (14, 1279.790,104.479), (15, 1161.230,104.479)

(16,1345.410, 103.179), (17,1363.620, 100.310)
(3,870.330,504.677), (4,1479.620,492.628), (4,1598.850,480.433), (5,941.234,231.747)
(5,890.669,244.677), (6,900.846,178.058), (6,932.096,177.943), (7,1031.840,168.448)
(7,912.740,178.396), (7,1014.780,169.090), (8,1012.860,141.219), (9,1057.730,136.851)
(10,1077.770,133.609), (11,1156.750,127.540), (12,1070.350,117.943), (13,1280.080,114.772)
(13,1295.340,112.971), (14,1312.410,112.971), (15,1457.150,109.832), (16,1464.180,107.975)

(16,1749.170,158.033), (18,1830.870,145.488), (20,1977.310,122.963), (21,2095.120,118.078)
(22,2107.15,123.214), (22,1970.67,131.992), (23,2174.99,121.465), (26,2284.03,118.077)
(27,2376.1,117.047)

(13,1547.58,147.638), (13,1387.630,149.765), (14,1584.04,147.447), (15,1543.93,134.624)
(16,1657.52,131.368), (17,1721.92,121.167), (18,1825.39,118.494), (18,1816.87,120.382)
(19,1910.65,117.602), (20,2019.94,117.047), (21,2012.95,117.047)

(4, 1406.940, 447.663), (5,1279.650,441.433), (6,1397.630,401.211), (7,2368.1,373.728)
(7,2365.87,381.191), (8,2118.16,350.171), (8,2108.03,352.881), (9,2247.15,270.33)
(9,1863.6,334.448), (9,1664.18,343.694), (10,1456.67,219.41), (11,1497.65,203.187)
(11,1394.56,203.956), (12,1494.31,150.599), (14,1559.28,142.428), (15,1620.96,132.586)
(16,1705.59,127.096), (17,1823.42,124.018), (18,1827.32,121.885), (19,1850.19,119.789)
(20,2056.1,117.494), (21,2057.82,117.237), (22,2149.36,117.047)
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Table 4. calculation results of TSCOA and NSGA-II performance metrics

Inst(mce‘ NSGA-II ‘ TSCOA

A B C D E F
C101 0 3.124 0.86| 0 3.124 0.814
C105 0 1.4450.177] 0 1.445 0.116
C201 2 9.759 0.274| 2.25 10.782 0.11
R109 |0.875 1.078 0.35(5.714 1.124 0.302
R112 | 0.7 1.543 0.521] 4.28 1.893 0.047
R207 |2.85 7.96 0.047/6.316 8.69 0.031
RC101| O 1.041 0.098) 0 1.271 0.071
RC106 | 0 1.289 0.256(1.375 1.351 0.231
RC201 |1.056 7.012 0.047|2.842 7.078 0.015

on set RC is second. The C index difference of R109, R112 and R207 is 5.039,
3.58 and 3.526 respectively. Therefore TSCOA is superior to NSGA-II in deep
optimization ability. In particular, the more complex the network structure is, the
more prominent performance of our algorithm is. 2) The breadth distribution
of TSCOA on the non-dominated front is better than that of NSGA-II. The
average value of relative gap S(A)*S(B)/S(A) of C index is 0.136. Instances above
average are R112 and RC101. Especially, the performance of this algorithm is
more outstanding for test instances of sets R1, C1 and RC1. From Table 4, the
uniformity of TSCOA distribution on the non-dominant front is better than that
of NSGA-IIL. In summary, the computing performance of TSCOA is better than
that of NSGA-II, so the improvement of NSGA-II is effective.

4.4 Comparison and analysis of TSCOA and MOEA /D-aLS

In this section, TSCOA is compared with MOEA /D-aLS, where f; and fs repre-
sent the number of vehicle and total travel cost objective respectively. In order
to compare with the algorithm MOEA /D-aLS proposed in reference [23], we
will replace fzwith the goal of routes balancing [25] in this section. The results
are shown in Table 5. It can be seen from the overall data that the comput-
ing performance of TSCOA is significantly better than that of MOEA /D-aLS.
Among them, the calculation results of set C in f1, fo and f3 are reduced by
0.86, 142.158 and 1.23, respectively. In the set R, the average reduction was 1.50,
178.95 and 0.06, respectively. In the set RC, 1.50, 194.57 and 0.03 were reduced
respectively. From these data, we can see that TSCOA has obvious advantages
in calculating TO-VRPTW.

4.5 Comparison and Analysis of TSCOA with Other Algorithms

This section compares TSCOA with HMOEA, MOGA, MACS-IH, HSFLA,
ILNSA, LGA, HACO and ACO-Tabu. The data used for comparison are bi-

objective ( ];1 , fg ) mean values of six different sets of test instance. We can see

78
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Table 5. experimental comparison between TSCOA and MOEA /D-aL.S

TSCOA|MOEA /D-aLS

Instances

f1 f2 3|1 f2 13
C101:|10 828.9 7.2|]10 8289 7.2
C105:/10 828.9 5.6|11 956.4 8.3
C107:/10 828.9 3.6|/10 889.3 9.4
C109:/10 928.9 2.2(10 992.9 2.2
C201:| 3 591.6 1.5/ 7 954 1.5
C205:| 3 597.4 0.5 6 854.8 0.5
C208:| 3 588.5 0.2| 4 711.9 0.3
R101:/20 11669.3 8|22 1789 8
R102:/17 1486.9 3.9/19 1603.3 3.9
R105:|15 1421.2 3.5/17 1556.8 3.5
R109:/13 1230.1 2.4|14 1362.9 2.7
R112:/10 953.6 1.7|11 1199.8 1.7
R201:| 5 1214.2 5/ 9 1538 5
R207:| 3 870.3 0.1] 31120.3 0.3
R211:| 4 827.6 0.2| 4 934.8 0.2

RC101:{16 1749.2 6.4|17 1879 6.4

RC106:/13 1387.6 2.5{14 15289 2.5

RC108:{11 1161.5 1.5|13 1363.1 1.5

RC201:| 4 1406.9 2| 9 1535 2

RC206:| 4 1153.50.3| 6 1530.9 0.5

RC207:| 4 1092.5 0.2| 4 1281.7 0.2
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calculation results in Table 6. In Table 6, these eight algorithms can solve bi-
objective ( j?l , ];2) optimization problem, while TSCOA can solve tri-objective
( ]?1 , f_g, fT3 ) optimization problem. Therefore, we can only compare optimal solu-

tions of bi-objective (]?1 ,‘]?2 ) in tri—objectives(fl ,f;, J?g,) with those of the eight
algorithms.

Table 6. calculation results of TSCOA and other algorithms

algorithm C1 C2 R1 R2 RC1 RC2
HMOEA[14] (10, 828.74) (3, 590.688) (12.916,1187.35) (3.545,951.742) (12.375,1355.365) (4.250,1068.255)
MOGA[26] (10, 828.48) (3, 590.531) (12.666,1212.58) (3.090,956.734) (12.375,1379.865) (3.500,1148.661)
MACS-TH[27] (10, 828.38) (3, 589.858) (11.916,1209.89) (2.727,951.660) (11.500,1384.164) (3.25,1119.173)
HSFLA[28] (10, 828.38) (3, 589.858) (11.916,1210.34) (2.727,951.030) (11.500,1384.165) (3.25,1119.289)
ILNSA[29] (10, 833.10) (3, 591.313) (12.250,1218.28) (3.272,964.109) (12.125,1369.566) (3.75,1131.185)
LGA[30] (10, 828.38) (3, 590.393) (13.500,1188.85) (5.545,886.025) (13.250,1360.961) (6.875,1013.288)
HACO[31] (10, 838.38) (3, 644.876) (12.5,1203.38) (3.272,916.738) (12.125,1363.366) (3.75,1132.594)
ACO-Tabu[32] (10, 829.01) (3, 590.778) (13, 1105.915) (4.181,951.361) (12.25,1380.554) (4.75,1095.844)
TSCOA (10, 828.48) (3, 590.477) (13, 1188.35) (3.636,887.250) (12.375,1355.365) (3.75,1117.113)

We know that in order to achieve same calculation accuracy, the correspond-
ing population size needs to be enlarged to a power order for each additional
dimension of the objective function. For example, if population size of single-
objective is 10!, then the population size of bi-objective and tri-objective needs
to reach 10% and 103 in order to achieve same calculation accuracy. The pressure
of computational space and time makes the population size of TSCOA unable
to meet such requirements. Table 6 reflects the results of tri-objective TSCOA
compared with the other eight algorithms which are bi-objective in the absence
of fairness. Therefore, if the results of TSCOA are not significantly different from
the best results of other eight algorithms, it can be concluded that TSCOA has
a certain degree of competition.

In order to quantify relative superiority of TSCOA and other algorithms,
we calculate relative ratio of TSCOA results on the i-th dimension objective to

. B fiC’TSNSGA—II_f;uin CTSNSGA—IT
optimal results V; = Fra gm0 /i

represents mean value of

the 7-th objective of TSCOlA7 re;pectively represent the upper and lower bounds
of the 4-th dimension objective. The smaller is, the closer TSCOA results are to
the optimal algorithm. Fig.3 shows scatter plot of results of nine algorithms in
Table 6. Analysis from Fig.3 is as follows:1) In C1, TSCOA basically coincides
with optimal solutions of other algorithms, and (V;, V2) = (0, 0.012). It indicates
that TSCOA has obvious advantages in computing results in sets C1 and C2. 2)
In R1, TSCOA is not dominant in scatter plot, and (Vi,V2) = (0.684, 0.734);
In R2, TSCOA is located on the lower side of nine vertexes front in scatter
plot. It indicates that calculation results of TSCOA in set R are not superior to
that of set C, and (V1, V2) = (0.321,0.014). However, TSCOA is generally above
medium level and still has certain advantages. 3) In RC1, TSCOA is located on
the lower side of nine vertexes front in scatter plot, (Vi, V2) = (0.5, 0); in RC2,
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Fig. 3. Scatter plot in results of TSCOA and other algorithms

TSCOA is not dominant in scatter plot, (V1,V2) = (0.138,0.767). It indicates
that calculation results of TSCOA in set RC are better than those in set R, but
not as good as those in set C. Similarly, TSCOA is generally above medium level
and still has certain advantages. In summary, compared with other algorithms,
TSCOA is competitive.

4.6 Comparison and Analysis of TSCOA and Optimal Solutions

To evaluate superiority of TSCOA computing performance, we compare a solu-
tion of NF (¢) with the best-known data. Among them. is the difference between
a solution of NF (¢) and the best data: dif < 0. indicates that the calculated
NF (p)of TSCOA is better than the best data; dif > 0 indicates that the calcu-
lated NF (p)of TSCOA is no better than the best data; dif = 0 indicates that
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the calculated NF (¢)of TSCOA is equal to the best data. Data in these tables
use the representation of (f, fa, f3).

Table 7. comparisons with the best data

Instance Best Known TSCOA dif
C101 (10, 828.937, 127.297) (10, 828.937,1 27.297

RC207

( ) (0,0,0)
C105  (10,828.937, 127.297) (10, 828.937, 127.297) (0, 0, 0)
C107 (10, 828.9367,127.297) (10, 828.937, 127.297) (0, 0, 0)
C109 (10, 828.937, 127.297) (10, 828.937, 127.297) (0, 0, 0)
C201 (3, 591.556, 238.208) (3, 591.556, 238.208) (0, 0, 0)
C205 (3, 588.876, 235.528) (3, 597.384, 238.706) (0, 8.508, 0.178)
C208 (3, 588.324, 235.528) (3, 588.493, 235.528) (0, 0.169, 0)
RIOL (19, 1650.799, 132.490) (20, 1669.320, 118.417) (1, 18.521, -14.073)
R102  (17,1486.859, 134.252) (17, 1486.859, 134.252) (0, 0, 0)
R105 (14, 1377.110, 126.362) (15, 1421.210, 126.362) (1, 44.1, 0)
R109 (11, 1194.734, 128.266) (13, 1230.16, 120.985) (2, 35.426, -7.281)
R112 (9, 982.139, 129.341) (10, 953.630, 177.426) (1, -28.509, 49.915)
R201 (4, 1252.370, 427.868) (5, 1214.220, 409.877) (1, -38.150, -17.991)
R207 (2, 890.608, 453.269) (3, 870.330, 404.677) (1, -20.278, -48.592)
R211 (2, 885.711, 469.241) (4, 827.641, 630.573) (2, -58.07, 161.332)
RC101 (14, 1696.949, 158.033) (16, 1749.170, 158.033) (2, 52.221, 0)
RC106 (11, 1424.733, 167.765) (13, 1387.630, 149.765) (2, -37.103, -18)
RC108 (10, 1139.821, 136.295) (11, 1161.52, 129.728) (1, 21.699, -6.567)
RC201 (4, 1406.940, 447.663) (4, 1406.940, 447.663) (0, 0, 0)
RC206 (3, 1146.317, 476.613) (4, 1153.48, 416.86) (1, 7.163, -59.753)

( (4, (1,

3, 1061.144, 419.829) (4, 1092.48, 407.919) 1, 31.336, -11.91)

From Table 7, we can see the comparison between solutions of our algorithm
and the best known in Solomon database. On set C, result of our algorithm
is basically the same as that of the best known. Among them, the fo and f3
objectives corresponding to C205 differ 1.44% and 1.35% from the best solution,
while the f; objective corresponding to C208 differ only 0.169 from the best
solution, while the other differences are all 0. On sets R and RC, the results of
TSCOA show that the f3 objective decreases by 12.35 on average compared with
the best solution. Among them, the maximum gap of fy objective corresponding
to R109 is only 2.95%, the maximum gap of f; objective is 2, and the reduction
of f3 objective corresponding to RC206 is 59.753. It can be seen that TSCOA
has obvious advantages in solving TO-VRPTW.

5 Conclusion
In this paper, we consider a TO-VRPTW aiming to minimize number of vehi-

cles, total distance and distance traveled by the farthest vehicle. Therefore, we
propose the two-stage multi-objective optimization algorithm based on classified
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population (TSCOA) for solving TO-VRPTW. Firstly, the initial population
structure is classified, and then we optimize TO-VRPTW by using the idea of
two-stage hierarchy of single-objective and multi-objective. Our framework of
TSCOA divides the algorithm into two stages: initial population acquisition and
multi-objective search. The first stage, an initial population with optimal in-
dividual distribution structure is obtained by global search of simple objective
and bi-objective. The second stage, we use “gradually optimizing main loop of
intermediate generation” of NSGA-II to perform global optimization. In this pa-
per, we have improved the optimization process of the original NSGA-II, such
as using elite strategy of parent generation as template while expanding crowd-
ing degree, reducing time complexity by staged dimensionality reduction. In this
algorithm, both idea of population classification and elite strategy based on pa-
ternity template are used to make distribution of PF more uniform. Finally,
through comparative experiment of Solomon, it is fully shown that TSCOA has
better effect than the existing algorithms in optimization of TO-VRPTW. In the
future research work, we will continue to improve TSCOA and apply it to other
fields besides grain transportation, in order to further verify the practicability
of this algorithm.
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Abstract. Most of the traditional grey system Verhulst models can only
consider the propagation characteristics of time, but it can not consid-
er the influence of spatial and other social factors. In order to solve this
problem, a mathematical model of three-dimensional about data analysis
is proposed in this paper. Firstly, the Verhulst model in grey system is es-
tablished in each subspace, and the solution of general Verhulst model is
obtained to solve the problem of prediction in time dimension. Secondly,
in the spatial dimension, considering the mutual effect among subspaces,
the spatial flow factor is added to the original Verhulst model to solve
the propagation problem. Finally, in the dimension of social factors, it
is necessary to solve problems led by the influence of many social fac-
tors on the response. In order to eliminate the natural factors of growth
and highlight the changes of social growth factors to the response, this
paper proposes a trend vector model. Each index with maximum and
minimum subspace correlation is fitted with the two-dimensional data
analysis model by the least square method, and the action factors of
social factors are obtained, thus improving the three-dimensional data
analysis of the spread data. In this paper, the eight-year drug use in five
states of the United States and the seven-year index value of 149 social
factors provided by the United States Bureau of Information Statistics
are used as examples for simulation experiments. The accuracy of the
model calculated by considering the spatial dimension is 10 times higher
than that of the traditional grey system. Having taken the influence of
social factors into consideration, the correlation of indicators and factors
is believed to provide the direction for the government to make the policy
to prevent the drug crisis. The model can be widely used in the field of
big data analysis, which is beneficial to the prediction of data and the
mining of data information, and provides help for human social life.

Keywords: Verhulst model- Multidimensional analysis - Trend vector -
Least square method - Drug spread.
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1 Introduction

In recent years, the problem of data dissemination has attracted the attention
of social and scientific researchers, especially with the advent of the information
age and the rapid development of computer science, the information presents
explosive growth. Data analysis has become a hot topic at present. Two main
purposes of data analysis are used to predict the future observations as accurate-
ly as possible, and the other is to scientifically understand the relationship be-
tween features (various information) and responses (research objects) [1].Under
the current social background, the problem of data transmission is everywhere.
At the beginning of this century, the most serious SARS (severe Acute Respira-
tory Syndrome) incident broke out in Shun De, Guangdong Province, China, and
soon spread to the world. The SARS epidemic was gradually eliminated only in
mid-2003. This is an unprecedented global epidemic of infectious diseases, caus-
ing social panic and leading to the death of a large area of patients, including
medical personnel. It has caused great disaster to the world health and economy.
With the continuous progress of medicine, SARS is basically conquered under
the current medical conditions, but it is easy to spread such as epidemic cold,
AIDS and so on. Infectious diseases have also been lurking around us, and pop-
ulation movements and controls, energy projections, and so on are all related
data dissemination problems, especially the recent outbreak of classical swine
fever in Africa and the drug crisis faced by countries around the world. This
series of problems are closely related to nature and social sciences. The in-depth
study of this kind of problem can be helpful to the development of the world
society by making suggestions for the relevant departments and enterprises of
the government.

At present, the common data analysis methods use mathematical probability
statistics, differential equation and other related knowledge to establish mathe-
matical models for analysis. Artificial intelligence and BP neural network [2] are
also used to analyze the data in the field of machine learning. The same data
source chooses different data analysis methods to obtain data analysis results,
which may be completely different. The establishment of related mathemati-
cal models such as artificial intelligence requires a large amount of data to be
trained, and it is not suitable for the method with fewer samples. The classical
prediction data analysis methods include time series [3], grayscale prediction and
fitting regression model, and so on. These models and methods play an impor-
tant role in these models and methods. Important role, to provide guidance for
the development of social-related industries [4].

Traditional data analysis models and methods have made remarkable achieve-
ments in the field of social science, establishing mathematical models of time
series between the power sector and users to predict the unit price of energy
for the next day. Provides vital information for producers and consumers [5] [6].
The discrete grey increment model and the new initial grey increment model
are established to forecast the population in the future [7]. Especially in recent
years, transmission of the virus seriously affects the quality of life of the people,
through the establishment of differential equation model and parameter inver-
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sion [8] method to predict the trend of the virus, and health sector advice. But
traditional data of the analytical model only discusses the impact of time char-
acteristics on its response without considering other characteristic factors, such
as the spread of SARS virus and the spread of drugs, which are more affected by
regional and macro factors. If only time characteristics are taken into account,
their propagation characteristics cannot be fully described. Therefore, the tradi-
tional data analysis model cannot meet the needs of social science for the ability
of multi-angle information mining. The main purpose of this paper is from three
dimensions, that is, time, region, and so on. The social factors improved the
traditional gray-scale prediction and put forward the three-dimensional analysis
theory of the dissemination data. Finally, the application of the drug abuse prob-
lem recently faced by the international community as an example was carried
out. The accuracy and practicability of the theory are verified.

2 The raising of the Problem of Propagation Data and
the fundamental thoughts of the Model

The problem of the propagation of data is defined as the response value of each
point in time in a certain area under other effects. This problem has a high
degree of abstraction and a wide range of applications. For a non-negative data
set D as the data source for the response of the study object, the set describes
the short-term response values of different places and years, and the regions and
years are uniform and adjacent, where d. € D, that represents the response
value of the s region (subspace) in year t ;o < t < t;, 1 < s < m.For a
given set of social factors, L, where [%, € L, represents the value of the k-type
characteristic index of the s region in the ¢ year, tg < t < t1, 1 < 5 < m,
1 < k < K. By establishing mathematical models to describe the diffusion
patterns and characteristics between each other.

This problem is a typical problem of data prediction and data mining, which
gives a large amount of information and abstract problems. It is difficult to break
through the regional and social factors by using the traditional prediction mod-
el. This paper first carries on the simple time dimension simulation experiment
through the traditional grayscale prediction model, through the simulation ex-
periment result obtains the propagation law of the time dimension of a certain
area, applies this law to consider the space dimension influence again. Optimize
the original time dimension model. In the set of social factors, because there are
many social factors given, it is not practical to consider the influence of each
factor on its propagation one by one. In this paper, a trend vector model is
established to extract the factors. In order to obtain the final three-dimensional
data analysis law, the two-dimensional propagation model is further optimized
for the social factors which have a great influence on the law of communication.

The first step is the gray-scale prediction of the time dimension of the model.
In this paper, the Verhulst model in the grey system is established by using the
data in the D set, and the rule of propagation in the time dimension is obtained
[9].
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The second step, the influence of spatial mobility on the original model. In the
study of the response of one subspace and the spatial mobility factor, the average
quantity of other subspace responses is calculated, and the spatial mobility factor
is obtained by using the least square method into the time dimension model.

The third step is the influence of social factors on the two-dimensional ana-
lytical model. Since there may be a large number of social factors in the L-set,
it is not realistic to take each factor into account, so first of all, it is necessary
to streamline the social factors. The trend vector model is established for all the
factors in the L-set and the predicted results of the two-dimensional model, and
the most representative social two factors are obtained by the correlation anal-
ysis, and the factors are substituted into the two-dimensional analysis model.
Then the results of three-dimensional data analysis are obtained.

spatial Extension

n‘mblhr_v dimension
Gray Prediction Model impact two-dimensional data three-dimensional data
on time Dimension analysis model analysis

Fig. 1. Solution analysis.

3 Mathematical Model of three-dimensional data
Analysis

3.1 Mathematical Model of time Dimension Analysis

When studying abstract systems such as social system, economic system and
so on, random interference (noise) can be often encountered. In this paper, the
number generation method is used to mine and find the regularity of the number
by processing the data in the sequence to generate a new sequence of numbers.
Common methods of generating numbers have cumulative generation [10](AGO).
For non-negative sequences, cumulative generation can transform any random
irregularity sequence into a non-decreasing, increasing sequence.
Assume that the original sequence is listed as

X = (x(1),2(2),...,2(n)) (1)

where z (k) > 0, we call it a non-negative sequence.
The cumulative generation has r accumulative generation, which is recorded
as r-AGO, and its relationship is as follows.

k

e(k) = 207() (2)

i=1
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where k = 1,2, 3....n, then the relation of the recursive primordial sequence is
2T (k) = 2 (k) — 2 (k- 1) (3)

In grey system prediction, the influence of background value should be con-
sidered. The background value is usually generated by adjacent value, and its
relation is as follows

2(k) = ax(k —1) + (1 — a)x(k) (4)

Grey model is a kind of differential equation model which is established by
making use of discrete series to become more regular generating number. The
common grey forecasting models are GM model and Verhulst model [11]. And
Verhulst model is a generalization of the former. The Verhulst model is more
suitable for the non-monotone oscillatory evolution sequence and the sequence
similar to the S-type curves, and is more conducive to the study and description
of its variation process [12].

The derivative of its (1) is replaced by the difference equation[13]

d(k) = 2O k) = 2 (k) — 2D (k — 1) (5)

Set the background value of grayscale as the formula (4), the difference e-
quation model is defined as

dk) + azD (k) = b (2(1)(k))2 (6)

The discrete difference equation is continuous and its corresponding whiten-
ing equation is

dz 2
flt +az® =b (a:(l)> (7)

where (%) (k) is grey derivative, a is developmental quotient, z(!) (k) is albino
background value, a is ash action.

By using the Verhulst model, we can get the time-dependent response char-
acteristics of the response in a subspace. Might as well set up f () is the response
function relation with time is calculated for the Verhulst model.

o'(k) =S @), k=1,2,...n
Z(k)=ad(k)+ (1 —a)2'(k—1),k=2,3,...n (8)
w(k)+az' (k) =b(Z(k)? . k=2,3,...n

where « is adjacent value generating coefficient in a given interval value(0,1).
Usually « takes 0.5, that is, the variables we solve.
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3.2 A Mathematical Model for Multidimensional Analysis

After the mathematical model of time dimension analysis has been established,
the prediction sequence of time dimension can be set up as fi (t). Now con-
sidering the influence of its spatial propagation characteristics on the subspace
response, let g (¢) function is the average response in other subspaces, as shown
below

o) = 3 )

ses

where S represents a collection that removes the subspace, d represents at t
times the response of the s region, m represents the number of subspaces.

A two-dimensional data analysis and prediction model considering spatial
propagation characteristics is established.\ is a spatial flow factor. Where 5 is
the prediction sequence of the two-dimensional analysis model, X is the actual
response sequence.

min > (F — X)?
Fr=[A01) 12 filn—1) fi(n)]"

G=1[g9(1) g(2) .. g(n—l)g(n)]TT (10)
X=[z(1)z(2)..x(n-1)z(n)]
Fy,=F + )G

In order to obtain the relation between response and L set finding, we need to
find some relationship between response and the quantity of each index. In order
to describe this relationship, we put forward the concept of trend vector. Let F5
be the predicted sequence of two-dimensional data analysis with geographical
factors, and X be the real value sequence.

dert =X — Fy (11)

where, sequence dert indicates that the effect of promoting or suppressing the
sequence change due to external factors, that is, the change trend is understood
to be Fy under the condition that there are no external environmental factors.
It is because of the influence of a certain factor that this trend is caused the
influence of dert, and turned dert into an X.

Let the order of an external factor over time be listed as

then

EiA(k‘) = eb(k’) — €z(k — l)k' = 2,3, ..n

where E; 4 is called factor change sequence.

For ease of comparison E; o and dert, the relationship between the F; o and
dert needs to be standardized, and compared with dert similarity can tell the
relationship between the two sequences.
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The common similarity is distance similarity and cosine similarity, etc. In this
paper, cosine similarity [14] is used to measure the similarity. In order to ensure
dimensionless difference, two vectors substituted into cosine similarity formula
are normalized. The similarity of two cosine is extended from cosine theorem to
high dimensional space. The closer the cosine value is to 1, the closer the angle
is to 0 degrees, that is, the more similar the two vectors are. When the cosine
value is closer to-1, the angle is closer to 180 degrees, that is, the two vectors
are inversely correlated, and when the cosine value is closer to 0, that is, the two
vectors are vertical, indicating no similarity. The formula is as follows

ax*xb

sim = ————
la| = |b|

(14)

Based on the mathematical model of two-dimensional data analysis with
spatial flow factor, let L be the set of social factors. Let the index ¢ corresponding
to the matrix /; be. And the acting factors are p;. In order to ensure that the
initial value prediction is the same as the actual one, it is necessary to add a
constant.

Through the above analysis, a three-dimensional data analysis model is estab-
lished, in which, F3 is the prediction sequence of a three-dimensional analytical
model with a social factor, X for the actual response sequence, K for all social
factors to be considered. dert, F; 4 is the vector that in order to standardize each
other. E; A is a series of changes known as indicator number 7. F5 is the prediction
sequence of the two-dimensional analysis model with spatial flow factor.

min 3 (F5 — X)?

dert = X — Fy
Eia(1)=0
sim; = dert«F; 5 (15)

‘dert’*’m’

F3 = F5 4+ pil; + pjl; + b7 € max {sim} j € min {sim}
F3(1) = X(1)

1<i<K

4 Three-dimensional data analysis model solving
algorithm

For the mathematical model of the time dimension (8), the first-order linear

partial differential equation is used for the calculation. Let Y be a partial data

matrix and B be a parameter matrix. § be the parameter matrices, these are as

follows:

Y = (2(2),2(3),...,z(n)T (16)
)

(17)
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B =(a,0)" (18)

Then the mathematical model representing the time dimension is the matrix
equation:

Y =Bp (19)

It can be obtained by least squares method:

{B = (a,0)" = (BTB) " BTY (20)

xh = x(1)

By solving the first-order nonlinear differential equation solution, we can get:

: axj

t) = 21
z(t) bxf, + (a — bxy) e 1)

Then the discrete time prediction is

!
(h41) = 0 22
vlk+1) bx) + (a — bxy) e** (22)
Restore sequence is

filk+1) =2(k+1) — z(k) (23)

where f1 (k + 1) is the predicted value of the model, and Fy = [f1 (1), f1(2), ..., f1 (n)]
is the prediction vector.

For the two-dimensional data analysis model (10) with spatial mobility factor,
the least squares method can be used to obtain:

A= (GTG) T GT(X — F) (24)

In the three-dimensional data analysis model, the least squares method is
also used to obtain values in the model (14).
1

piopi] = (sl % b)) [l ] % (X = ) (25)

In order to ensure that the predicted value of the first year is the same as
the actual value, the constant term is solved by the undetermined coefficient.

b= x(l) — (Fy + pil; +pjlj) (26)
In summary, the final data analysis equation is

F3(k+1)=a2'(k+1)—2'(k) + Ag(k + 1) + pli(k+ 1) + p;l;(k+1)+b

_ OL.’I,'/
x(k + 1) - bx{)—&-(a—gxé)eo‘k

9(t) = 55 Yis
z = (1)

(27)
of which,S represents a collection that removes the location, d indicates the
response at the moment ¢ and the position S , m indicates the number of sub-
spaces.
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5 Simulation application of three-dimensional analysis
model

5.1 Simulation experiment of Gray Prediction Model on time
Dimension

According to the theory of the three-dimensional analysis model of transmis-
sion data, this paper takes drug abuse data analysis as an example to apply the
model. The simulation object data source is DEA /National Forensic Laborato-
ry Information System (NFLIS), which provides annual reports of drug testing
results and related data of drug cases analyzed by five states (Ohio, Kentucky,
West Virginia, Virginia and Pennsylvania) and their counties, local forensic lab-
oratories from 2010 to 2017. Secondly, the data sources of social factors are the
social and economic factors of five states and counties from 2010 to 2016, such
as education level, age ratio, family structure and other related characteristics.
These simulation data sources can be downloaded on the 2019 MCM /ICM Offi-
cial Website. Drug use is only eight years old in time series, so it is inappropriate
to use Al correlation analysis methods. Traditional time series models are not
enough to calculate relatively good results because of few years. At the same
time, the data of a certain type of drug use are often interrelated with other fac-
tors (such as the use of drugs in the previous year, the amount of other subspace
drugs used, etc.). The relationship between them can only be predicted by a
small number of sample data, which is consistent with the characteristics of grey
system [11]. The traditional gray prediction model can only predict and analyze
in the time dimension, but not in the multi-dimensional feature and response
information mining, which will lead to inadequate use of some information. The
main purpose of simulation application is to improve the traditional gray pre-
diction from three dimensions, namely time, region and social factors, to reflect
the application of the three-dimensional analysis model of communication data
in social science.

According to the model theory of the above analysis and the introduction of
simulation examples, the performance of the simulation computer includes pro-
cessor of AMD A10-9600P RADEON R5,10COMPUTE CORES 4C+6G 2.8GHz
and memory of 4.00GB, 64 Bit Operating System of Windows 10. And program-
ming with MATLAB 2016a, Table 1 shows the total drug use in each state after
data preprocessing.

Table 1. Total drug use in the counted states.

2010 (2011 |2012 |2013 |2014 |2015 |2016 |2017
VA |8685 (6749 |7831 |116759037 [8810 [10195|10448
OH |19707|20330|23145|26846[30860|37127|42470({46104
KY |10453|10289(10722(11148(11081|9865 (9093 [9394
WV2890 |3271 |3376 [4046 [3280 (2571 |2548 |1614
PA |19814]19987|19959(20409(24904|25651|26164|27894
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According to the mathematical model theory of time dimension analysis, the
total amount of drug use in each state is analyzed. The predicted value of time
dimension analysis in each state can be obtained by solving the first-order linear
differential equation and least square method. According to the general equation
of Verhulst model, the parameters of each state are shown in Table 2.

{x/(kH) = e (28)
filk+1)=2a"(kE+1) — 2/ (k)

Table 2. General Solution Parameter of One-Dimensional Verhulst Model for Each
State.

a b(10_4) xé)
VA |-0.4676|-0.0493 |8685
OH |-0.4331|-0.0106 (19707
KY |-0.5143|-0.0540 |10453
WV |-0.6279|-0.2501 |2890
PA |-0.4446|-0.0174 |19814

Table 3. Predicted value of drug use in time dimension in VA.

2010|2011|2012|2013 |2014{2015 |2016 |2017
VA 8685(6749|7831(11675{9037|8810 1019510448
Prediction|8685 (4460|6236 (8197 |9941|10945|10838(9663

Table 4. Error parameter for each state in time dimension.

VA OH |KY |WV |PA
relative errore|0.0625(0.1220{0.0540{0.0408{0.0812

In order to make the errors more convincing and as different as possible,
the relative errors mentioned above represent the integral multiple relationship
between absolute errors and real values, that is, €Y ~ |Y — F|, making the
absolute error vector as real error vector ¢ times as possible, the smallereis, the
smaller the overall error is.

5.2 Simulation experiment of Two-dimensional Data Analysis
Model with spatial mobility factor

By providing the actual geographic location of five states according to Google
Earth software, as shown in Figure 2. It can be seen that the geographical re-
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lationship between the States is contiguous, and the geographical region has a
certain role in the impact of drug volume. Ohio, Pennsylvania and Virginia are
closely related to each other. They are influenced by diffusion. So it is necessary
to consider spatial mobility factors.
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Fig. 2. Geographical location of five states.

According to the model theory of two-dimensional data analysis with spatial
mobility factor, the predicted value of the total drug use and time dimension in
each state and the average drug use in other states are analyzed. The predicted
value of two-dimensional data analysis with geographical factors in each state
and the size of geographical factors can be obtained by (10) model and (23)
formula calculation.

Table 5. Predictive values of drug use in VA on a two-dimensional model with geo-
graphic factors.

2010{2011|2012{2013 |2014 (2015 |2016 |2017
VA 8685|6749|7831|11675{9037 |8810 [10195|10448
Prediction|9003(4784|6580(8572 |10362|11397|11320{10173

From the calculation results, we can see that the magnitude of spatial mobil-
ity factor can be regarded as the sensitivity of drug use and regional mobility in
the region. The factors are positive, indicating that regional mobility promotes

96



12 F. Author et al.

Table 6. Relevant Calculating Parameters of States on a two-dimensional model with
geographical factors.

VA OH KY WV |PA
Geographic factor A|0.0240[0.3944|0.0161|0.0014[0.1294
Relative error € 0.0191]0.0135|0.0284|0.0326|0.0064

drug use, that is, drug use in other states leads to increased use in the region.
OH is the most sensitive to regional liquidity, and WV is hardly affected by
regional liquidity. OH can devote more energy and financial resources to border
control ports to prevent drug invasion. Within the scope of policy control, strict
drug inflow and outflow management at county or state borders can reduce drug
use in the state. For the WV, space interaction is very small, the border control
cannot have to invest a lot. The relative error is significantly lower than that of
the time dimension analysis model, and the fitting effect is better.

5.3 Simulation experiment of three-dimensional data Analysis
Model with social action factors

According to the model theory of three-dimensional data analysis, there are 149
social factors in all public years with the factor data source, and each social factor
gives four different description forms, in order to facilitate the establishment and
normalization of the model. Take the first description form as the description
value. According to the trend vector theory, the similarity between each social
factor and the original sequence change trend is calculated for each state. The
similarity can be used to understand whether the factor promotes or inhibits or
does not work.

Because the relevant indicators are still considered much, considering the
influence of major social factors in each state, this paper selects the social factors
with the most positive and negative correlations in each state as the fitting
parameters to be incorporated into the two-dimensional data analysis model
equation. The main social factors associated with each state are shown in Table
7.

Table 7. The correlation of the main social factors of positive and negative correlation
in each state.

Indicator number|Correlation|Indicator number|Correlation
VA |115 0.96 116 -0.83
OH |20 0.91 14 -0.93
KY |69 0.89 105 -0.92
WV|128 0.83 6 -0.98
PA [128 0.87 14 -0.90
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For VA, the value vector corresponding to the 132th indicator is /132, the
corresponding vector of the 6th indicator is /g, and the action factors are respec-
tively pi132, pg, where Fy is the two-dimensional model prediction sequence with
the geographical flow factor, F3 is the three-dimensional data analysis model
prediction sequence. And then

F3 = Fy + pi3aliz2 + pels + b (29)

We can get

{ [p132,p6] = [00374, —01197] (30)

b=-1776.3

The final three-dimensional data analysis model based on the obtained action
factor is

o) = 8685
T = by
Dy =a'(k+1) —a'(k) (31)

Dy = 0.024g(k + 1)
D3 = 0.0374ly30(k + 1) — 0.11971g(k + 1) — 1776.3
Fg(k+1):D1+D2+D3

Similarly, the factors and error parameters of the main social factors in other
states are calculated as Table 8 and Table 9.

Table 8. The indicator factors of the main social factors related to positive and negative
correlation in each state.

Indicator number|Indicator factor|Indicator number|Indicator factor|Constant
VA [132 0.7254 6 -0.1934 -1776.3
OH |20 0.0099 14 -0.0274 -6668.7
KY |3 0.0464 65 -0.0870 -2737.4
WV|59 0.0248 91 -0.2239 -600.4
PA [128 0.0374 15 -0.1197 -5784.2

Table 9. Relative error parameters for each state on the three-dimensional model.

VA OH |KY |WV |PA
Relative error £]0.2038(0.2138|0.2624|0.1924|0.2535

Through the calculation of the above mathematical model, it is found that
the positive correlation index are the positive and negative correlation factors
are negative, thus verifying the accuracy of the model. The relative error of the
two-dimensional data analysis is better than the time dimension relative error,
but the relative error is relatively large after considering the three-dimensional
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data analysis, mainly because the social environment is considered only when
the two kinds of the most valued society are considered. There are still links
between factors and social factors, and they all have more or less influence on
the amount of drugs used. If only two extreme correlations are considered, the
error will be larger.

In order to prove that the number of the social factors into the model can
affect the error of the three-dimensional analysis model. In the case of social
factors with maximum positive correlation and maximum negative correlation in
the model, the sub-positive correlation factors and the sub-negative correlation
factors continue to be considered. In formula (30), the predicted value after
fitting is also obtained by the least square method, and the error is obtained by
using the error formula, as shown in Table 10.

Table 10. The relative error parameters of each state in the three-dimensional model
considering the four factors.

VA OH |KY |WV |PA
Relative error £/0.0452(0.0540(0.0861|0.1270{0.0567

Compared with Table 9, the relative errors of all states have decreased after
considering four factors. Therefore, it can be shown that the number of social
factors considered in the model will affect the accuracy of the model. And when
the number is large enough, the accuracy is high enough. But the more the
number considered, the greater the cost of computing time. And in the real
society, the most important social factors and the larger correlation factors are
often considered, so that the calculation time is saved, and also provide specific
guidance for the correct decision-making of the government, greater investment
can be placed on some of the most critical factors.

In order to obtain more possible correlation factors for qualitative analysis,
this paper establishes the advantage of the trend vector model, and averages the
149 social factors in all states, setting the positive correlation threshold to 0.6,
that is, the average similarity is greater than 0.6 for positive correlation. The
public social factor has a negative correlation threshold of -0.65 and an average
similarity of less than -0.65 as a negative correlation public social factor. The
public social factors of all regions are obtained by threshold classification. The
positive and negative similarities of public social factors are shown in Table 11.
and Table 12.

It can be found that each state is affected by many social factors. It is indeed
inaccurate to consider the social factors of the two most valued cases. However,
the degree of influence can be qualitatively compared by the size of the factors.
Finding certain social factors from the size of relevance can also provide sug-
gestions for relevant departments and make targeted strategies for the spread of
drugs.
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Table 11. Public social factors with positive similarities.

Indicator number|59 69 134

VA Similarity 0.798(0.405|0.304
OH Similarity 0.809(0.851|0.759
KY Similarity 0.606(0.702|0.752
WV Similarity  [0.802|0.754|0.605
PA Similarity 0.574(0.927|0.682

Table 12. Public social factors with negative similarities.

Indicator number|6 11 91 |94

VA Similarity -0.875|-0.511{-0.37|-0.481
OH Similarity -0.877(-0.932|-0.65|-0.652
KY Similarity -0.659(-0.783|-0.66|-0.723
WV Similarity  |-0.374|-0.606|-0.79|-0.705
PA Similarity -0.749|-0.918|-0.82|-0.814

6 Conclusion

In this paper, we propose the theory of three-dimensional analysis of propagation
data, and an improved three-dimensional data analyses model based on grayscale
prediction is established. The simulation experiment is carried out by using the
data of drug spread in the United States. The prediction equation is obtained
by least squares method. The general solution and the spatial flow factor of
each region, the size of the spatial flow factor can be used as a reference for the
mobility of the drug area. Comparing the residuals after two data analysis, the
overall error of the two-dimensional analysis model with geographic factors is
smaller. In the establishment of a three-dimensional data analysis model with
social factors, this paper proposes the concept of trend vector, eliminates the
natural increase of the feature response itself, and makes the change of social
factors completely correspond to the changes in drug use interfered by social
factors. Through the calculation of similarity, the most important social factors
and corresponding impact factors affecting the increase or decrease of drug use in
social factors are found, and making suggestions for government macro-control.
The discussion and establishment of the three-dimensional data analysis model
has improved the shortcomings of most of the gray-scale predictions, and the
data analysis is reflected by multiple angles. In the later period, we mainly
discuss the impact of multiple social factors on the response, so as to improve
the prediction precision after considering multiple social factors.
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A Novel Spiking Neural P Systems for Image
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Abstract. Spiking neural P systems (SNPS), a kind of distributed par-
allel bio-inspired model, has been a research hotspot in the field of mem-
brane computing. SNPS has been widely concerned by scholars due to
its powerful computing capacity and brain-like information transmission
schema. Nevertheless, there are quite few research results about SNPS
with learning ability applied for image recognition. In this research, the
routing mechanism in capsule neural network is introduced into SNPS
to update the weights between synapses of spiking neurons dynamically.
The learning ability of SNPS is realized by the weight update algorithm,
which represents the changes in the strength of neuronal synaptic con-
nections. Moreover, this is the first attempt to construct a universal net-
work model of SNPS with learning ability which extracts features though
the image convolution. The experimental results demonstrate that the
recognition accuracy of the Mixed National Institute of Standards and
Technology database, namely MNIST, reaches 95.87% and the recogni-
tion accuracy of English letters with noise and rotation reaches 98.06%
in SNPS, which verify the feasibility and effectiveness of the model we
constructed.

Keywords: membrane computing - spiking neural P systems - image
recognition - learning ability.

1 INTRODUCTION

Membrane computing is a systematic framework inspired by cell structure and
function to research computational models or algorithms, which was proposed
by the academician Gheorghe Paun in 1998 and belongs to the branch of nat-
ural computing[1]. The computational model of membrane computing research
is called as membrane systems or P systems. The membrane system is a kind
of distributed parallel bio-inspired model. The researches have proved that the
computational power of most membrane systems is equivalent to the Turing ma-
chine [2-5]. Furthermore, the application research of membrane computing in-
volves many fields, including ecosystem modeling [6-8], image processing [9,10],

* supported by the National Natural Science Foundation of China under Grant
No0.61972324 and No.61702428, and the Major Science and Technology Projects in
Sichuan Province under Grant No. 2018GZDZX0043.
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intelligent algorithm [11, 12] and so on. At present, the application of mem-
brane computing in the field of image processing mainly focuses on simple image
processing and image analysis, but it has not been applied in image high-level
processing [13]. It is still challenging for membrane computing to process im-
age recognition [14], therefore, it is significant to pay more attention on image
recognition.

The SNPS, proposed by Ionescu et al in 2006, is a type of neurological com-
putational model under the framework of membrane computing [15]. It is derived
from the biological characteristics of neurons in the biological nervous system
that transmit pulses and exchange information through synapses. The outstand-
ing feature of SNPS is that information is encoded by time and transmitted
by the pulses between neurons, which simulates the working mechanism of in-
formation interaction in biological neural network better. From the perspective
of model characteristics, SNPS belongs to the third generation neural network
models [16,17]. The third generation neural network represented by spiking neu-
ral network processes information through pulse sequences, which is the research
frontier and hotspot in the field of current neural network [18-20]. In the past
decade, SNPS has been widely concerned by scholars in the field of membrane
computing due to its good mechanism of restoring biological information inter-
action and high computational parallelism, therefore, abundant research results
in both theory and application has been obtained. Inspired by biological charac-
teristics and mathematical computation models in the biological nervous system,
many SNPS have emerged, such as SNPS with anti-spikes [21,22], SNPS with
astrocyte [23], reversible SNPS [24], SNPS with structural plasticity [25], SNPS
with rules on synapses [26-28], fuzzy SNPS [29], and so on. SNPS is applied to
the practical application based on huge amounts of theoretical researches, and
has achieved many research results, such as skeletonizing images [30], combinato-
rial optimization [31], fault diagnosis [32-36], etc. Illuminated by learning mech-
anisms in biological neural networks and artificial neural networks, Gutiérrez
established a SNPS model with Hebbian learning [37]. However, there are quite
few papers about SNPS with learning ability for image recognition. In 2019,
A class of specific SNPS with simple Hebbian learning function is constructed
to recognize English letters in a template matching manner that calculates the
variance of the letter to be recognized and the standard letter output vector,
which proved the potential of SNPS in pattern recognition. A high recognition
accuracy is achieved in the absence of noise, but the recognition effect is poor in
high noise [38]. In addition, the input data is only represented by a 0/1 character
matrix of size 5*7 and the model is relatively simple, which is difficult to handle
real-life applications.

SNPS for image recognition is still an open research problem, which has at-
tracted the attention of a large number of scholars. In particular, there exist
many application practices for image recognition and reach a high level of recog-
nition in traditional artificial neural networks, while SNPS in the framework of
membrane computing has hardly applied to research on pattern recognition, so
it has fatal research significance to apply SNPS to image recognition. Because
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there exist few research results about image recognition in SNPS at present,
there is no suitable encoding method to encode the image into pulse number-
s while retaining the pixel position information, the application of the simple
Hebbian learning function is not sufficient to express the changes in the strength
of neuronal synaptic connections, and there is no universal neuron connection
topology in SNPS.

Aiming at the above problems, the time-coded image pixel data is converted
into pulse numbers as the input of SNPS and the routing mechanism in capsule
neural network [39] is introduced firstly. Then, a general network model of S-
NPS with learning ability is constructed. In order to verify the feasibility and
effectiveness of the model, it is used to deal with the classical handwritten digit
recognition and the English letters recognition with noise and rotation in this
research.

2 SNPS WITH LEARNING ABILITY

Learning function is extremely important for pattern recognition in artificial
neural networks. Therefore, it is the key to construct SNPS with learning ability
for image recognition.

2.1 SYSTEM DEFINITION

The SNPS with learning ability of degree m (m > 1) is a construct of the form:

H = (A7 {Ula e 7UWL} , SYn, fp?"ev flcarn 77:n7 out ) (1)

where:

(1) A = {a} is an alphabet with single symbol, which denotes a pulse.

(2) {o1,- -, om} represents the neuron collection in SNPS. o; = (n;, R;),1 <
i < m is a certain neuron in the system, where n; > 0 is the pulse numbers con-
tained in the neuron o; at the beginning of the computation, and R; represents a
finite set of all the rules in the neuron o; .There are two forms of rules, including
the firing rule and the forgetting rule in SNPS.

Firing rule is shaped like F/a® — a;d , where E is a regular expression on
the character a, ¢ > 1 and d > 0 are integers. The forgetting rule is shaped like
a®* = X.a* ¢ L(E) (s>1)isrequired for any firing rule E/a® — a;d , where
L(F) is the regular language defined by E. Each neuron can contain one or more
rules, but the firing rule and the forgetting rule cannot be triggered at the same
time in a neuron. In a plurality of rules, a selection mechanism can be applied
to trigger one of the rules to achieve an optimal level of system output.

(3) Syn C€{1,2,--- ,m} x {1,2,--- ;m} is a directed graph of synaptic con-
nections between neurons, with (4,7) ¢ syn for each 1 <i <m .

(4) In, out € {1,2,---,m} represent the input and output neurons of sys-
tem II , respectively.
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(5) Fpre is the data preprocessing function of the system. In this paper, the
data preprocessing function of SNPS for image recognition contains convolution
and pooling operations, which could extract image features. Different prepro-
cessing functions can be adopted towards different applications.

(6) Flearn is a systematic learning function that characterizes the strength
of neuronal synaptic connections by synaptic weights updating in training. The
learning function adopted in this research is shown in Section 2.2.

> out
>
SO | I fiomm _ _
o |
1 0,
E/abllqabIZ;dn w1 E/abZI_.ahZZ;dZI w E/ahBI_.ab32;d31
E/atll—arl2. 4, — =y E/a®l—sgri2:g,, 28 _y E/fasilepcit g,
[ [
in

fpre

Fig. 1. An example of SNPS constitution.

2.2 LEARNING FUNCTION

In the SNPS with learning ability designed in this research, the routing mecha-
nism, which core idea is the error back propagation algorithm, is used to update
the weight of neuronal synaptic connections dynamically to imitate the informa-
tion layered communication between the visual perception and comprehension
neurons in the human brain [39].

Assume that the input of the nth layer neuron o; is u; , and the input of the
n+1th layer neuron o; is v; in the SNPS. The routing mechanism updates the
synaptic weights dynamically as follows [39]:

(1) Initializing the logarithmic prior probability b;; = 0 of all neurons between
o; in the nth layer and o; in the n+1th;

(2) Calculating the coupling coefficient ¢; of the neuron o; in nth layer;

exp (b,j)

a- Zk exp (bix) 2
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(3) Calculating the intermediate variable s; of the neuron o; in n+1th layer;
S5 = Z CijU; (3)
i

(4) Calculating the input v; of the neuron o; in n+1th layer;

2
Is;lI” 85
1+ |Is;]1> sl

(4)

v; = squash (s;) =

(5) Updating the logarithmic prior probability b;; by the input v; of the
neuron o; in n+1th layer obtained by the above process;

bij = bij + u; @ v (5)

(6) The input v; of the neuron o in n+1th layer can be obtained by repeating
steps (2)-(5) r times for a given iteration step number r.

The coupling coefficient ¢;; is the synaptic weight w;; between neuron o; and
neuron o; in SNPS.

3 NETWORK MODEL OF SNPS WITH LEARNING
ABILITY

Based on the above theoretical research, this paper shows the encoding method
converting image pixel data into pulse numbers and the topology of neuron con-
nections in SNPS. Moreover, a universal network model of SNPS with learning
ability is constructed for image recognition, referred to as SNPSNet in this paper.

3.1 IMAGE DATA ENCODING

In general, the storage method of the image is pixel data, nevertheless SNPS pro-
cesses input data in the form of pulses. Therefore, we need to encode the image
into discrete pulse sequences by appropriate encoding method while preserving
the pixel position of the image.

Spiking neurons in SNPS transmit information in the form of pulses [15].
Studies have shown that much of the information about a stimulus signal is
actually transmitted within 20ms or 50ms in the start of the neuronal response
[40-43]. Hence the neuron can be idealized as: the time of the first pulse generated
after receiving the stimulus contains all the information of the stimulus [43].

Based on the above research results, the image pixel data is encoded as the
pulse trigger time through the time-to-first spike coding [44]. For the time coding
window T, the linear time coding formula is as follows.

Fro=T x (1—1%) (6)

pmax
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Where F}. is the pulse trigger time in the rth row and the cth column of the
image pixel matrix, p,. is the pixel value in the rth row and the cth column of
the image pixel matrix, and ppax is the maximum pixel value. It is obvious that
the larger the pixel value, the earlier the trigger time, the greater the effect, and
the smaller the pixel value, the later the trigger time, the less the effect from the
formula above.

For the time-encoded data, further processing is required to convert into
the discrete pulse numbers as the input of the network model designed in this
research. Taking the MNIST data set as an example, the input tensor is 28*28,
and the 28*28 input neurons are necessary accordingly. Suppose that for any N
consecutive pixel points of the input tensor, the time-encoded image pixel data
is a finite set T' € {t1,%2, -+ ,tn}, t € (a,b). And b—a is divided into m shares,
then the pulse numbers are saved in A-th input neuron o) , which trigger time
fall in [2=2 x (A — 1), 222 x A] (A > 1). The larger m , the more precise position
information of the original pixel is saved.

It is obvious that the original pixel data is more complicated than the tensor
of discrete pulse sequences. The encoded tensor is adopted as the input of the
network model we constructed, which makes the computer memory consumption
less and improves the computational efficiency. In addition, the time cost of
encoding consumption could be negligible for large image sample training and
testing.

3.2 NETWORK MODEL OF SNPS

Considering that only neurons with synaptic connections in SNPS could trigger
firing rule or forgetting rule, and it could be encoded only if neurons connected
in a certain pattern. Of course, the random connections cannot guarantee the
reliability of network output. Therefore, a topology of SNPS is constructed in
this research shown in Figure 2.

In this figure, dim1 indicates the initial state of the input neurons, dim2
indicates that there are synaptic connections between two adjacent neuron-
s, dim3 indicates that there are synaptic connections between three adjacent
neurons, dim4 indicates that there are synaptic connections between four adja-
cent neurons, and dimb indicates that there are synaptic connections between
five adjacent neurons. All neurons in diml are spiking neurons of SNPS. Each
neuron could be set with one or more firing rules or forgetting rules, such as
a® — a®;d , where a C {1,2,3,--- ,n} is the initial pulse numbers of the neu-
ron, 8 C{0,1,2,3,--- ,m} represents the pulse numbers of neurons transmitted
to the next layer, and d indicates the time of the rule triggered. Of course, this
connection method could retain as much position information as possible toward-
s the input pulse numbers in the model. It is that the input tensor is (diml),
and the output tensor is (dim1, dim2, ..., dim5) in SNPS. That is equivalent to
which the dimension of the input tensor is increased after applying the rules of
neurons in SNPS.

The structure of the whole SNPSNet model constructed in this paper is shown
in Figure 3. The main components are the convolution layer, the pooling layer,
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diml

Fig. 2. Schematic diagram of neuron topology in SNPS.

the SNPS processing of the above topology connections and the decoder com-
posed of three fully connected layers, which restore the input data and complete
data classification.

The input of the SNPSNet is the pulse numbers obtained by time-coded im-
age pixel data. First, the characteristics of the input data are extracted through
the screening of each convolution kernel in the convolution layer. The specific pa-
rameters of the convolution layer are 64 convolution kernels with conv_size=3*3,
and the activation function is relu. It economizes computational cost through the
convolution to extract image features, so that large pixel data could not bring
computer memory overflow easily during model operation. And then the data in
the pooling area is compressed by the pooling layer with pooling size=2*2. The
purpose of pooling is to reduce the number of parameters. For example, if the
dimension of input tensor is (20, 20, 64), the dimension of pooled output tensor
is (10, 10, 64).

After that, it is the turn for the SNPS in Figure 2. The pulse information is
transmitted and the synaptic weight is updated in learning process after rules
triggered in spiking neurons. There are multiple rules could be selected for every
neuron in SNPS. The rule selected in this paper is a — a . The SNPS reacts
under the global clock. The upper neurons satisfy the firing rule, consume the
corresponding pulses immediately, and transmit pulses to neurons with synaptic
connections in the next layer. Dynamic routing reflects the learning process of
synaptic weights. SNPS is the core of the whole network model constructed in
this paper and is the concentrated expression of learning capabilities. Further-
more, its input is the output tensor of the pooling layer. Toward the neuron o;
in SNPS, a pulse is consumed, and w;; x 1 pulses are transmitted to the neurons
o5 with synaptic connections (wj; is derived from the learning function shown in
Section 2.2).

Finally, the image recognition is completed in the fully connected layers to
increase the receptive field. The first and the second fully connected layers are
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Fig. 3. Schematic diagram of SNPSNet model.

composed of 1024 and 512 neurons respectively which activation functions are
relu. The number of neurons in the third fully connected layer is determined
by the categories we expect about the images, and the activation function is
sigmoid. The output of the model is stored in the form of a matrix, including
recognition accuracy and loss values.

4 SIMULATION EXPERIMENTAL

In this paper, the feasibility and effectiveness of the SNPSNet model are ver-
ified through classical handwritten digit recognition and the English alphabet
recognition with noise and rotation.

4.1 SNPSNET FOR MNIST RECOGNITION

In this research, the MNIST dataset is divided into training set and test set
according to 6:1. The training set is 60,000 pictures and the test set is 10,000
pictures. And the 35 handwritten digital images selected randomly are shown in
Figure 4.

First, the image pixel data is encoded into the pulse numbers through the
data preprocessing method in Section 3.1, and saved to a file in mat format.
For each MNIST image, 28*28 pixels, the original pixel data is encoded into the
pulse trigger time after the time-to-first spike coding. Next, the time-encoded
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Fig. 4. Schematic diagram of MNIST handwritten digital.

data of each row in the mat are sorted and the pulse numbers are accumulated
during a given time interval. In other words, the element of the rth row and the
cth column towards every two-dimensional vector in the mat file indicates pulse
numbers, which are triggered at time t € (¢ — 1,¢), (¢ > 0) in the rth row of the
original pixel matrix. Then, the encoded data is fed in SNPSNet model in Section
3.2 for training, and the rule selected for each spiking neuron in SNPS is a — a,
with no delay. A pulse is consumed in spiking neurons that satisfy the firing
rule at any moment and w;; x 1 pulses are delivered to neurons with synaptic
connections in the next layer (w;; is derived from the learning function shown
in Section 2.2). The size of input image is 28%28 in this model; the batch size
is 60; the RMSProp is selected as the optimizer, which could be able to adjust
the learning rate automatically [45]. Thus, the learning rate is no longer need to
perform any attenuation operations once the initial learning rate is given. The
initial learning rate is 0.0005 in this experiment. There are the accuracy and loss
rate of 50 epochs shown in figure below.

After 50 epochs training, the recognition accuracy reached 95.87% for MNIST
in SNPSNet designed in this research under the initial learning rate and batch
size according to the above parameters. By modifying the epoch, batch size, and
learning rate parameters, the recognition accuracies for MNIST in SNPSNet are
shown in Table 1.

Table 1. Experimental results obtained by different parameters

epoch batch size  initial learning rate accuracy
30 60 0.001 92.85%
50 100 0.001 93.96%
60 100 0.001 93.55%
30 50 0.0005 93.14%
50 60 0.0005 95.87%
50 100 0.0005 94.32%
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Fig. 5. Recognition accuracy graph for MNIST in training.
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Fig. 6. Training loss graph for MNIST.
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Fig. 7. Recognition accuracy graph for MNIST in test.
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4.2 SNPSNET FOR ENGLISH LETTER RECOGNITION

In this paper, 26 classes of English letters are selected which are synthesized by
different fonts of the computer in the chars 74k EnglishFnt dataset, including
combinations of italic, bold and ordinary characters. Since there are only 1016
images of each type of English alphabet in the original dataset, the quantity
of input data as the SNPSNst is too small. The image enhancement is used
to expand the number of each class of English letter images to 5000 in this
research. And the image enhancement methods adopted in this paper include
rotating 30°, 60° and adding 10, 15, 20, 25 noises respectively, which is closer
to practical applications. The training set and the test set are divided according
to 12:1, the training set is 120,000 pictures, and the test set is 10,000 pictures.
The 35 English letter images selected randomly are shown in Figure 8.

HEASENN
v £l
YIBICTOIOITIQ
NMdAEN
<PJAJCIX] MO

Fig. 8. Schematic diagram of English letter.

First, the image pixel data is encoded into the pulse numbers through the
data preprocessing method in Section 3.1, and saved to a file in mat format. For
each English letter image, 28%28 pixels, the original pixel data is encoded into
the pulse trigger time after the time-to-first spike coding. Next, the time-encoded
data of each row in the mat are sorted and the pulse numbers are accumulated
during a given time interval. In other words, the element of the rth row and the
cth column towards every two-dimensional vector in the mat file indicates pulse
numbers, which are triggered at time t € (¢ — 1, ¢), (c > 0) in the rth row of the
original pixel matrix. Then, the encoded data is fed in SNPSNet model in Section
3.2 for training, and the rule selected for each spiking neuron in SNPSis a — a
, with no delay. One pulse is consumed in spiking neurons that satisfy the firing
rule at any moment and w;; x 1 pulses are delivered to neurons with synaptic
connections in the next layer (w;; is derived from the learning function shown
in Section 2.2). The size of input image is 28%28 in this model; the batch size
is 60; the RMSProp is selected as the optimizer, which could be able to adjust
the learning rate automatically [45]. Thus, the learning rate is no longer need to
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perform any attenuation operations once the initial learning rate is given. The
initial learning rate is 0.0005 in this experiment. There are the accuracy and loss
rate of 50 epochs shown in figure below.

0.98
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0.9
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Fig. 9. Recognition accuracy graph for English letter in training.
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Fig. 10. Training loss graph for English letter.

After 50 epochs training, the recognition accuracy reached 98.06% for the
English letter based on the chars 74k dataset in SNPSNet under the learning
rate and batch size according to the above parameters.

In order to perform an experiment about the influence of noise on the recog-
nition effect, the Gaussian white noise with signal-to-noise ratio (namely SNR)
of 20db, 15db, 10db and 5db is added to the English alphabet test set respec-
tively. The comparison between different noise and the original test set is shown
in Figure 12. As shown in the figure, there are 35 images selected randomly from
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Fig. 11. Recognition accuracy graph for English letter in test.

the original test set and test set with noise which SNR is 20db, 15db, 10db and
5db respectively from top to bottom. And the recognition accuracies obtained
are shown in Table 2.

ZIXIYRN TSI
ZIXIYRNIT SO
ZIXIYRN IS
ZIXIYR TSI
ZIXIY RS

Fig. 12. Schematic diagram of different noise and original image.

Table 2. Experimental results for different noise recognition

SNR of Test set 00 20db 15db 10db 5db
accuracy 98.06% 98.00% 96.93% 94.80% 86.17%

It is obvious that the test set with the SNR above 20db has little effect
on the recognition accuracy towards English alphabet from the experimental
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results. When the SNR of the test set is above 10db, the model can achieve
high recognition accuracy. And it is proved that SNPSNet possesses a sort of
anti-noise ability.

5 CONCLUSION AND PROSPECT

In this research, a novel universal model named SNPSNet is constructed to
deal with the image recognition problem. This work is inspired by the routing
mechanism in capsule neural network and the theoretical study of SNPS. The
time-coded image pixel data is converted into pulse numbers as the input of
SNPSNet model while retaining the position information. Besides, the routing
mechanism is introduced to update the weights dynamically between the synaps-
es of the neurons in SNPS. The experimental results show that the recognition
accuracy for MNIST is 95.87% and the recognition accuracy of English letters
after image enhancement reaches 98.06% in SNPSNet, which verify the feasibil-
ity and effectiveness of the model. For convolutional and BP neural networks
with the same recognition accuracy, the time and space complexity of SNPSNet
is reduced to a certain degree. Furthermore, the comparison experiments of the
test set under different degrees of noise for English letters recognition prove
that SNPSNet possesses a sort of anti-noise ability. The accuracy of SNPSNet
is 94.80% and 86.17% when test set SNR is 10db and 5db respectively. Under
the same experimental conditions, we did another test where the recognition
accuracy is 94.56%, 76.81% respectively in the traditional convolutional neural
network. From the experimental results it is obvious that when the SNR of test
set is small, SNPSNet has better anti-noise performance in contrast with that
of traditional convolutional neural network.

Although it does not reach the current highest recognition level in neural
networks, this work is the first attempt to construct a novel SNPS for image
recognition in the field of membrane computing which extracts features though
the image convolution and applied to MNIST and English letters recognition,
which provides some reflections and references for the pattern recognition prob-
lem of membrane system. The most prominent feature of SNPS is that different
rules can be triggered in the same neuron at different time, and it could deal
with different types of objects flexibly, such as texts, images, and voices. For
further research, more rules could be adopted to the spiking neurons in SNPS,
and corresponding delays could be set for the rules. In addition, a learning mech-
anism of rules could be introduced to select the disparate rules which achieve an
optimal level in each neuron to attain better recognition accuracy and to make
the SNPS system more universal.
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Abstract. This paper proposes a fuzzy spiking neural P system with self-synapse (in short,
FSNPSSs) which applied to the reliability assessment of distribution network. This method
maps the operation or fault state of the distribution network component and the load to
the excited or resting state of the neuron, and converts the electrical relationship between
the component and the load and the system into a synaptic connection relationship. Then,
the probability of occurrence of the state is transmitted in the form of a pulse value, and the
reliability index of the distribution network is accumulated. Finally, the successful application
of membrane system in reliability assessment of distribution network is realized.

Keywords: spiking neural P system, self-synapse, reliability assessment, distribution net-
work

1 Introduction

The reliability of the distribution network of power system is directly related to the electricity
consumption experience of the majority of users. It is of great practical significance to evaluate
the reliability of the distribution network. The mainly methods for the reliability assessment of
distribution network include the Monte Carlo method [1] and the analytical method [2]. These two
methods can be used to calculate the reliability index of the system. However, these two methods
cannot be used to calculate the failure probability of the component in the system failure, and
cannot identify the weak link of the system. For this reason, many scholars have proposed Bayesian
networks and other reasoning models to calculate the degree of influence of various components in
the power grid on the system [3][4]. But there are certain difficulties in calculating the index of the
system failure frequency when using a Bayesian network for non-sequential simulation of reliability.

The membrane computing, also known as P system, is a distributed parallel computing system
derived from the structure and function of biological cells, first proposed by Péaun in [5]. Spiking
neural P system (in short, SNPs) is an important branches of the P system, which realize the
information transfer and processing by simulating the transmission process of electrical impulses
[6][7]. The neurons and the synapses are the basic composed of components SNPs. In SNPs, a
neuron and a synapse represent a node and a connection among nodes(neurons), respectively. The
synapses in original SNPs is static which limits its extension of function. So, in recent years, some
studies focused on synapse modification and proposed a few new models through adding the learning

119



functions [8][9], considering the plasticity or timeliness of synapse [10][11], introducing the division
and budding of neuron to the SNPs [12] and so on.

Under the guidance of the basic ideas of SNPs, many scholars have proposed fuzzy spiking neural
P system (in short, FSNPs) by changing the transfer medium of the pulse in SNPs [13][14]. FSNPs
is ability to process fuzzy information with dynamically and efficiently, and it has been successfully
applied in the field of power system fault diagnosis [15][16][17][18]. At present, in general FSNPs
and their extension systems, it is believed that the synapse connection can only from one neuron
to another neuron and not to itself. Biological studies have shown that neuronal synapses can be
directed not only from one neuron to another, but also from neuronal axons to their own dendrites
or soma. These synapses are also called self-synapses [19][20], and the existence of self-synapse is
of great significance to the normal physiological activities of living things. In addition, currently
FSNPs is mainly used in the field of fault diagnosis of power systems, and there is still a lack
of research data for the application of FSNPs in other fields of power systems.In addition, the
introduce of self-synapse can improve the programming experience to convenient to observe the
change of pulse value with time.

In this paper, a FSNPs with self-synapses(in short, FSNPSSs) is proposed. The FSNPSSs can
accumulate the pulse value, and this feature is applied to calculate the reliability index of the
distribution network. This method has the following two improvements to the FSNPs: (1) A new
type of synapse(self-synapse) is added to the FSNPs. The FSNPSSs break through the limitations
that the spiking of the neurons cannot be passed on to itself in FSNPs. As a result of, FSNPSSs
realizing the accumulation of pulse values. (2) The forgetting rule is used for terminating system
operations. In this paper, the RBTS-BUS2 system is used as an example to verify the feasibility of
the algorithm. The self-synaptic neurons accumulate the probability of failure at each load point,
and finally realize the calculation of the system reliability index. In the meantime, the analysis of
the influence degree of components on the system can be simultaneously completed and provide an
important data for improving the reliability of the distribution network.

2 Problem Description

Fig. 1 is a widely studied distribution network system(RBTS-BUS2-F1) which mainly includes
7 loads (LP1~LP7), three segment switches (D1~D3), 11 lines (L1~L11), 7 transformers and a
alternate supply(A) [21]. When the distribution network is in normal operation, all components are
in normal working condition, and the segmentation switch is closed, and the load point is powered
by the main power supply. When the line or transformer located on the load branch fails, due to the
isolation of the fuse, only the load branch where the faulty component is located is power failure.
And the power outage time is the component failure time, and other loads are not affected. For
example, line L5 or transformer T5 failure will cause to load LP3 or load LP5 failure, respectively.
If the fault occurs on the main feeder, all load points will be power failure. Then, the failure time of
the load branch power which is in series with the faulty component is fault time of the component.
However, the segment switch directly connected to the fault point will be disconnected, which is
located at the front and rear ends of the load point. The load branch can be restored by the main
power supply and the backup power supply respectively, and the failure time of the power is the
switching operation time. For example, if line L7 is failure, then loads LP1~LP7 will be outage of
power.

The different state combinations of all components correspond to a certain probability of oc-
currence. Moreover, the probability of outage of each load point can be obtained by accumulating
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Fig. 1. RBTS-BUS2-F1 feeder system

the probability of failure of the load point under different operating states. Finally, the system
reliability index can be calculated based on the corresponding data.

3 The fuzzy spiking neural P system

We briefly review the basic definition of the fuzzy spiking neural P system (FSNPs) [13].
Definition 1: An FSNPs (with degree m > 1) is a construct

II=(A01,09,...,0m,syn, I, O) (1)
Here:
(1) A={a} is a singleton alphabet ( a is called spike);
(2) 01,092,...,0m, are m neurons, of the form o; = (0;,¢;,7;),i =1,2,--- ,m, where:

(a) 6; is a real number in [0, 1] representing the potential value of spikes(also called pulse
value) contained in neuron oy;

(b) ¢; is a real number in [0, 1] representing the truth value associated with neuron o;;

(c) r; is a firing rule corresponding to neuron o;, of the form E/a’ — a”, where E is a reg-
ular expression,f and f are real numbers in [0, 1J;

(3) syn € {1,2,--- ,m} x {1,2,--- ;m} is the connection among neurons (synaptic directed gr-

aph), for all (4,7) € syn,i < m,j < m,i # j;

(4) I and O are the input neuron set and the output neuron set, respectively.

The basic operation process of the FSNPs is as follow: firstly, the input neurons obtain input
pulses from the environment. Then, if the neuron satisfies the firing condition, it sends pulses to all
postsynaptic neurons which are connected to itself. Moreover the output neurons will output the
final result. Since this system does not have a memory function, the neurons cannot accumulate
the pulse values.

4 A fuzzy spiking neural P system with self-synapse

In this paper, we need to accumulate the pulse values obtained in each time. So, a fuzzy spiking
neural P system with self-synapse system(FSNPSSs) is proposed.
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Definition 2: An FSNPSSs (with degree m > 1) is a construct

H: (A7017027"'7Um78yn711 O) (2)

Here:
(1) A, I and O are the same as definition 1.
(2) 01,09,...,0m,, are m neurons, of the form o; = (Qi,ci,ﬁi,)\i,ri),i =1,2,---,m, here:
(a) 0; is a real number in [0, 1] representing the potential value of spikes (also called pulse
value) contained in neurono;;
(b) ¢; is a real number in [0, 1] representing the truth value associated with neuron o;;
(c) o= (wit, Wi, Wi ) is a real vector in [0, 1]* representing the weight value of synaptic

between neuron ¢; and postsynaptic neurons, where k is the dimension of Wi and nis
the number of postsynaptic neurons with neuron o;.

(d) A; = {AF, Af} is a pair of real numbers in [0, 1]. A7 and A$ represent the firing threshold
and forgetting threshold of the neuron o; , respectively.
(e) r; is a rule set. Here
1) E/a’ — a” is a firing(spiking) rule, and § > A/ is the firing condition. If the 6§ recei-
ved by o; is greater !, the firing rule is activated.
2) E/a% — X is a forgetting rule, and 6 > \$ is the forgetting condition. If the 6 received
by o; is greater or equal to A7, the forgetting rule is activated. For the same neuron
Oiy AJ > AL
(f) syn C {1,--- ,m}x{1,--- ,m} is the connection among neurons(synaptic directed graph),
for all (i,j) € syn,i <m,j <m.

The FSNPSSs is similar in form to the FSNPs. The main difference between the FSNPs and
the FSNPSSs is that the FSNPSSs remove the restriction ¢ # j in syn, and allow neurons to link
synapses to themselves, thereby passing pulses to themselves. In addition, the forgetting rule is used
to terminate the operation of the system.

4.1 Fuzzy production rules

According to different purposes, the neurons are divided into two types: the proposition neurons
and the regular neurons. The regular neurons have two kinds of: the or regular neurons and the
and regular neurons.

Definition 3: A proposition neuron, as shown in Fig. 2, represents a proposition in a production
rule which is expressed by a symbol P.
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Fig. 2. (a) Proposition neuron and (b) its simplified form.

A proposition neuron can be represented as o = (G,C,ﬁ,r), where 0, ¢ are the pulse value
and the true value of the proposition neuron, respectively. W C [0, 1] is the k dimensions synaptic
weight vector, where w), is the self-synaptic weight value which is a special elements in LIt wp =0,
then this proposition neuron is a neuron without self-synapse. r is a finite rule set in which the
firing rule is E/a’ — a” and the forgetting rule is F/a® — \.

(1) If wy, # 0, when the neuron receives a pulse value from the other neurons at time ¢ meets
the 0; < A%, the firing rule is triggered. And the neuron updated pulse value in accordance with the
Bt = 0, + Bi—1 ®wp and transmitted it to each of the postsynaptic neurons which connected itself.
If 0; > \*, the forgetting rule is triggered and the pulse value is cleared.

(2) If w, = 0, when the neuron receives a pulse with pulse value 6; of a at time ¢, the pulse value
is updated according to 8; = 6, and it is transmitted to each postsynaptic neuron. This type of
neuron has no forgetting rules. If the proposition neuron is an input neuron, then its pulse value is
obtained from the environment. Otherwise, its pulse value is obtained from its presynaptic neurons.

Definition 4: An or rule neuron, as shown in Fig. 3, a rule that indicates an "or” relationship
between presynaptic proposition neurons, represented by the symbol or. It has more than two
presynaptic proposition neurons, but only one post-synaptic proposition neuron.

R(c)

T

or

&

ﬂ:max{el Rw,0,@w,, 8 ®u}®C

(2) (b)

Fig. 3. An or rule neuron
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When the or rule neuron receives k pulses of pulse value 61,05, - - - , 0, if the firing condition is
satisfied, a pulse with a pulse value of 8 = maz{0; @ w1,02 @ wa, -+ ,0; @ wy} @ ¢ is outputted to
its postsynaptic neurons. Otherwise the received pulse is used to update the neuron pulse value.

Definition 5: An and rule neuron, as shown in Fig. 4, a rule that indicates an ”and” relationship
between presynaptic proposition neurons, represented by the symbol and. It has more than one
presynaptic proposition neurons, but only one postsynaptic proposition neuron.

R(c)

B

and

% L(6,00 +6, 00, +6 90, )®C
(a) (b)
Fig. 4. An and rule neuron
When the and rule neuron receives k pulses of pulse value 61,05, --- , 0, if the firing condition

is satisfied, a pulse with a pulse value of 8 = (61 @ w1 + 02 Qwa + - - - + O @ wy) ® ¢ is outputted to
its postsynaptic neurons. Otherwise the received pulse is used to update the neuron pulse value.
In addition:
(1) 6} is the pulse value corresponding to the neuron 6; at time t.
(2) All regular neurons do not have forgetting rules.

4.2 FSNPSSs model for fuzzy production rules

In this paper, the fault transfer process of the distribution network will be simulated, so the
following fuzzy production rule models are established. Typel: or rule model. The modeling process
is shown in Fig. 5(a), and the reasoning process is as follows:

Firstly, neuron oy obtains one group pulse with pulse value of 0 ;2,02 ;—2,-- 0x_1,—2 from
the environment or the presynaptic neurons. Then, the neuron oj4; transmits a pulse with value
of max{0y -2 @ w1 + 0242 @ wo + -+ + Op_1,-2 @ Wr_1} @ ¢ to the postsynaptic proposition
neuron oy. Finally, the proposition neuron o decided to use the firing rule or the forgetting rule
according to the received pulse value. If the firing rule is used, the pulse value is updated according
t0 Okt = Opt1,0—1 + Okt—1 ® wi. And if the forgetting rule is used, the pulse value is cleared. For
the neurons without self-synapse, no forgetting rules are used.

Type2: and rule model. The modeling process is shown in Fig. 5(b), and the reasoning process
is similar to typel.

4.3 Reasoning algorithm based on FSNPSSs

Based on the definition of each neuron type and neuron production rule of the FSNPSSs, this
section proposes a corresponding fuzzy reasoning algorithm. Including the definition of transfer
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Fig. 5. (a) or rule model and (b) and rule model

matrix, pulse vector, arithmetic operator, and the update method of neuron pulse value etc. The
reasoning algorithm is as follows:

(1) Initialization the proposition neuron pulse vector is 0y = (014,024, ,0p1), and the regular
neuron pulse vector 0 is §; = (01,4, 02,4, - - ,0r¢)¢. The start time t=1 and the end time t=T.
Synaptic weight value matrix is set to Wy, Wra, Wy, Wia.

(2) Corresponding to the input pulse sequence according to the pulse time series table.

(3) It is judged whether the neuron forgetting rule is satisfied. If it is satisfied, then the forgetting
rule is executed and no pulse is generated,and the pulse value is 0. If the forgetting rule is
not met, it is judged whether the firing rule of the neuron is satisfied. If it is satisfied, then
a pulse is transmitted to all postsynaptic neurons of the regular neuron.

(4) Updating the regular neuron pulse vector with the following formula.

S =W/ 00 (3)
(5) Updating the proposition neuron pulse vector with the following formula.
O =W ©(Cr@6;) + Wy @6, (4)

(6) Determining whether t is equal to the termination time T. If it is satisfied, the operation is
terminated and the result is outputted. If not, then t=t-+1 and return (2). Determining
whether t is equal to the termination time T, and if it is satisfied, the operation is terminated
and the result is output. If not, then t=t+1 and return (2).

Here:

(a) Wy1 = (wij)pxr is the synaptic weight matrix representing the directed weight connect-
ion from proposition neurons to or rule neurons. If there is a synapse from the proposition
neuron o; the or rule neuron to o;, then w;; # 0, otherwise, w;; = 0.

(b) Wya = (wij)pxr is the synaptic weight matrix representing the directed weight connect-
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ion from proposition neurons to and rule neurons. If there is a synapse from the propo-
sition neuron o; to the and rule neuron o;, then w;; # 0, otherwise, w;; = 0.

(¢) Wpi = (wij)rxp is the synaptic weight matrix representing the directed weight connect-
ion from regular neurons to proposition neurons. If there is a synapse from the regular
neuron o; to the proposition neuronc;, then w;; # 0, otherwise, w;; = 0.

(d) Wpa = (wii)pxp is the synaptic weight matrix representing the directed weight connect-
ion from proposition neurons to proposition neurons. If there is a synapse from the
proposition neuron o; to the proposition neuron o; ,then w;; # 0, otherwise, w;; = 0.

(€) 0y = (014,024, ,0p)p is the pulse value vector of the proposition neuron, where 6; ; is
the pulse values of the ith proposition neuron at time t and it is a real numbers in [0, 1],
i=1,2, -, p.

(f) 0t = (014,024, - ,0r,t)r is the pulse value vector of the regular neuron, where ¢6;, is the
pulse values of the jth regular neuron at time t and it is a real numbers in [0, 1], j=1, 2,

T
(g) C =diag(ci,c2,- -+ ,¢r), where ¢; is the real number in [0, 1], j=1, 2, - - -, r. Indicates

the pulse truth value of the jth regular neuron, that is, its deterministic factor corre-
sponding to the production rule.
Here:

WTo0= (61,02, 6,)T, where, §; = max{wy; ® 01, wa; @ O, -, wp; @ Op},i=1,2,-,p. (
WT®0=(61,62, -+, 6.), where, §; = w1; @01 Hwe; ®0s @B wy; @0,,i=1,2,--,p. (
WTO6= (01,04, --,0,)T , where, 0; = mar{w; @1, we; @2, -, Wi @0y },i=1,2,---7.  (7)

Coo = (01®51,c2®52’...7cr®5T)T. (

5 Distribution Network Reliability Evaluation Algorithm Based on
FSNPSSs

In this paper, the process of the reliability assessment of distribution network is as follows.
Firstly, accumulating the probability of power failure of each load point according to different state
combinations of all components, and then calculates the probability of power failure of the feeder by
the FSNPSSs. Finally, the reliability index is calculated according to the statistical data. Therefore,
the fault information transmission sequence is from the component to the load point to the entire
feeder. When mapping the FSNPSSs, each component is used as an input unit, and the load and
the feeder are used as output units.

According to the above principles, the reliability evaluation method based on the FSNPSSs is
as follows:

(1) Data initialization, which mainly includes calculating the failure probability of each compo-
nent node and joint node. In this paper, we use 1 and 0 indicate the fault status and the
normal operation status respectively. The calculation method is as follows:

(a) For line components, the probability of failure is:

P(L = 1) = l(\ir1 4 Ajry) /8760 (9)

Here, [ is the length of the line. A; and )}, the annual average failure rate and the annual
average planned maintenance rate of the line, respectively. ; and 7] are the annual fault
repair time and planned maintenance time of the line, respectively.
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Fig. 6. Reliability Evaluation Flow of Distribution Network Based on FSNPSSs

(b) For transformer components, the probability of failure is:
P(T = 1) = l()\T’I’T + /\/117‘%)/8760 (10)

Here, Ay and M. are the annual average failure rate of the transformer and the annual
average planned maintenance rate, and rr is the annual fault repair time or replacement
time of the transformer. r/. is the planned maintenance time of the transformer.
(c) For a joint node composed of a line and a transformer in series, the joint failure probab-
ility is:
P(LT=1)=1-P(L=0)P(T =0) (11)
(d) For the joint node composed of the line and the front-end segment switch, the joint fa-
ilure probability is:
P(LD = 1) = l/\er/876O (12)

Here,rp is the action time of the segment switch.
(e) For joint nodes composed of line and back-end sectional switches and alternate supply,

he joint failure probability is:
P(LDA =1) =1l\r,/8760 (13)

Where, r, is the maximum operating time of the sectional switch and the standby pow-
er switch closing time.
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(2) According to the relationship between components and loads, load and feeder in fault trans-
mission. The network model based on FSNPSSs is established.

(3) The table of input pulse vectors sequence is calculated according to the probability obtained
in (1). The impulse sequence of input neurons in (2) is in detail described in case analysis.

(4) Running the FSNPSSs according to the reasoning algorithm in Section 4.3.

(5) Determining whether the termination operation condition is satisfied. If it is satisfied, go to
(6), and if not, return to (4).

(6) Obtaining the failure probability of each load point and feeder, and calculate all the reliability

indicators in combination with the output unit’s corresponding state change of the input u-
nits.

The calculation process is shown in Fig. 6.

6 Case analysis
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