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Context

The Confiance.ai Programme (www.confiance.ai)

TECHNOLOGY INTERACTIONS

* Reliability, robustness * Transparency

* Lawfulness & * Explainability
Compliance * Accountability

* Accuracy * Oversight & control

* Security
= Safety

FRENCH
INSTITUTES OF

fit
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TECHNOLOGY AIRBUS @FlirLiquide At@s E ézu’a..—— NAVAL (R-:‘?ggglt %y SAFRAN

W ey

45M<€ budget, gyears (cur. Year 3)
ETHICS

To provide industrial companies
with solutions enabling the
development of new products and
Pl services based on trustworthy Al

* Privacy
* Diversity & inclusion
« Sustainability

FEDERATIVE ENVIRONMENT, METHODS, TOOLS AND USE CASES
Open [ Interoperable / Maintained

Data
and
knowledge

Embedded
systems

QUALITY ASSURANCE - ENGINEERING
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Context
The Confiance.ai Programme (www.confiance.ai)

U Program structure : 7 Engineering Challenges, 2021 => 2024

fit

-0~

SAINT
EXUPERY

Adressed Topic

EC#1 Integration & Use-Cases, (+ Trusted Al Devops environment)
EC#2 Process, methodology & Guidelines

EC#3 Characterization & Qualification of Trustworthy Al

EC#4 Design for Trustworthy Al @ Algo, Components & System levels
EC#5 Data, Information & knowledge engineering for trusted Al

EC#6 IVV&Q strategy toward homologation/certification I

EC#7 Target Embedded Al

FRENCH
INSTITUTES OF
TECHNOLOGY

~
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Context
Assurance Cases

Easy path #1 CONFIDENCE

FrosTiseice.

 GRIMOIRE
PAPE HONORIUS, |f|

AVEC UN RECUEIL
DES PLUS RARES SECRETS.

A ROME ( 1560 ).

“Look at the book Chap. 3, Sec. 14, Vs 16”

FRENCH
INSTITUTES OF
TECHNOLOGY

fit
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Trusssssssssst me...”

Easy path #2
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Context
Assurance Cases

Dependability

“the trustworthiness of a computer system
such that reliance can justifiably
placed on the service it delivers” (W.C.
Carter, in Laprie et al. “Dependability:
Basic Concepts and Terminology)

FRENCH
INSTITUTES OF
TECHNOLOGY

fit

Confidence

“[...] a psychological state which, if
rational, must be based on the
reasons—that is, the justification—
for believing the claims.” (J.

© IRT Saint Exupéry « All rights reserved « Confidential and proprietary document

Emerging
technology.

No track record.

N\
RO
|

Assurance cases

“This framework of claims, argument, and evidence is surely
the (perhaps tacit) intellectual foundation of any rational means
for assuring and certifying the safety or other critical property of
any kind of system. However, assurance cases differ from
other means of assurance, such as those based on
standards or guidelines, by making all three components
explicit.” (J.Rushby)
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Assurance Cases
Main concepts

| The

(Random faults

system is safe in case of
hardware faults N

7

Context

y

Redundant Hardware &
output voting

>‘
Strategy JZ

/\.

systems

No common cause faults in
the redundant hardware

W ey

Goal / claim

4

Voter works properly

) 4

Common
Cause
Analysis
Results

FRENCH
INSTITUTES OF
TECHNOLOGY

fit
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Assurance Cases
Main concepts

voam Maonien) = Goal (& subgoals): affirmation that shall be assessed during the reasoning.

Any goal may be refined in several subgoals.

<Goal Statement>

Strategy Statement> additional cue that helps the reader understand the form that an argument is
going to take.

{Solution
Identifier} . . . . ..
= Solution: A solution refers to some evidence that is deemed sufficient to

establish the truth of the parent claim

<Solution
Statement>

/ (Sirateay denten / = Strategy: justifies the decomposition of claims into sub-claims. It is an

C Identifi . . . . .
SRS S = Context: define or constrain the scope over which the claim is made.

<Context Statement>

{Justification Identifier}

= Justification: describes why a given strategy is proposed as an approach to s
upporting a particular goal, or provide reasons why the strategy being adopted
Is adequate.

<Justification Statement>

{Assumption Identifier}
= Assumption: statement about a property considered true. Assumptions must
be valid for the related claim/strategy to be valid.

FRENCH
INSTITUTES OF
TECHNOLOGY

<Assumption Statement>

fit
A
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g = 'Z“:-'_-Z <
e [G] The <Trained ML Model> is <robust - T
1 Get generic :
. Select a property of gen
- interest argumentation (AC)
4 )
| S_elec_t an Adapt the
engineering item =z Capella argumentation wrt
from the ML context, cost,
workflow Y y confidence, etc.
. Update |dentify evidences to
g workflow produce
- © IRT Saint Exupéry « All rights reserved « Confidential and proprietary document
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From Engineering Items to Assurance Cases
Robustness argumentation template

-
Specify and

% ML-Algorithm Engineer

y ML model development strategy, including

ML model development strategy, including typology of

:nrz:::xt ML selected typology of ML models objective function and additional metrics, typlogy of optimizer
@ Develop ML Model Evaluate the
@ Train ML Model tra,mefj ML Model
v configured (with its
Build ML DAyntrained ML Prepare ML . - 2P TRy Complementary
@ Model model Model training items for training Perform y \ Software Items if
) Algorith (objective function, ® iterative ML 7 . \ needed)
gorithm —Hﬂmb Model : g trained ML
configured optimizer) training \ model ’I
M untrained ML Sa 7
model T
1
1
' \
R ;
1
1
1
1
v
¥ Trained ML Model
7 T ] 1 L]
’ ’ I hRS
L4 ~
Property . : .
4 -~
ps s : ~ ~
\* - I -
i=|Robustness {=|Fairness £=| Explainability 5
Assurance Assurance Assurance Assurance
a 8 Case for 8 Case for 8 Case for
case \_) Robustness Fairness Explainability
FRENCH
-ﬁt INSTITUTES OF
TECHNOLOGY

© IRT Saint Exupéry « All rights reserved « Confidential and proprietary document

Generic
‘Argumentation

VN
1 SO
e

Properties

Specific
Argumentation

ML Workflow

-

Trained ML model
engineering /
exchange item

Associate Engineering Conditions
(e.g. 'Robustness') to Exchange items

Define Assurance Cases
for each condition
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From Engineering Items to Assurance Cases
Robustness argumentation template

Pre condition for
tmplementation \
(@R Develop ML Model RN
W (3=]] Provi_ae trained ML mcdel( @® lmplel’*rlt\nzodel

T 4 \
\ 7 —t v
QJ el - ’ L Traindd model is correct I

I
1 Se -
|
I
I
I
I
|
|

Capella
Management
Description

Extensions

Rich Definition L
Style

Appearance

Size

4----=-=-=-=--

™ Trained ML Model

Property . ; .
\* I---------:F' -------- el ‘-‘: ---------- |
1 1
| {=|Robustness {=|Fairness £=| Explainability !
ASSMI’QMZ “ - -Assurance™ ~ T -~~~ ASsurahce ~ |~ - 7~ ~AssOrance ~ [ -
© Case for ® Case for 8 Case for
case \_) Robustness Fairness Explainability
ﬁ.t FRENCH
INSTITUTES OF
TECHNOLOGY
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Generic

» | From Engineering Items to Assurance Cases
g Robustness argumentation template
e
1
4 _
=
[G000001] E— [AQ0D0002] o ‘ :
The trained ML model is robust to input The task considered is J_‘i
perturbations classification ) ‘
Property of 5 l
interest T, [6000034] . N —— —
o The Trained ML Model sat!sfie_s the global . .
_________________ — robusiness criteria GSN extension in the Capella
- Editor

Robustness by S
aesign ——— Robustness by
———————— o tnZ LTl

¥ Trained ML Model
I" : ss\
i=|Robustness {=|Fairness £=| Explainability
Assurance Assurance Assurance

© Case for =7~ ®Casefor —~ [~ 7 ®&Casefor—~~ ==
> Robustness Fairness Explainability
S | hi|sss
N
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From Engineering Items to Assurance Cases

Robustness argumentation template

|m————— [Z000001]
Tha [trained ML:mc-dEI] Is robust to input

!

eEngineering item — \__T
1G000034]

The [trained ML model] satisfies the global
robustness criteria

!

[G000074]
The [trained ML model] satisfies the global
nbsample robustness criteria

‘ ‘ Style
l Appearance
[G000073]
The verification set is relevant for robustness The Trained ML Model is locally robust L
evaluation

ﬁl

FRENCH
INSTITUTES OF
TECHNOLOGY

fit
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[AD00002]

The task considered is

classification

Properties

Engineering

ol
LS

Generic

Argumentation

Vi Specific
Argumentation

Y 4

w I Glossaries

~ B Robustness Glossary

Ak
ey
Jey,
e,

b,

e

12 locally robust

local robustness

\’\

certified robust training

jacobian regularization

randomised smocothing

applicable

Trained ML model

_____ 1

L-inf norm
Marm

;Zossmfg

Capella

= (Assumption)

Management
Description
Extensions

Rich Definition

W | Slyles

- Format -

Relevant norms considered are L2 norm an

Font - Size

d L-inf norm

according to relevant norms

[AD00OTT]

Relevant posms-cersidered are
I [L2 norm] |
and Jinf norm.]

Glossary
term
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From Engineering Items to Assurance Cases
Robustness argumentation template

¥
IE' E
[G000073] G000076
The verification set is relevant for robustness The Trained MI[_ Model i; locally robust =
evaluation

according to relevant norms

— J,

E'[snnnn?a]

Argument by partitioning of norms

[Scl000075] s
Verification set ‘ > Choice 497[th3 norm
= =
[G000080]
[G000079] . -
The Trained ML Model is 12 locally robust e L L En el e el
robust
= l
[S000051] [S000061] \
Argument over guarantees Argument over guarantees
obtained by design or by obtained by design or by
verification verification
7
‘ ‘ Subtree is
At | s folded
TECHNOLOGY

© IRT Saint Exupéry * All rights reserved « Confidential and proprietary document

Relevant norms considered are

and [L-infnorm).

Choice of the strategy to
demonstrate robustness
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From Engineering Items to Assurance Cases
Robustness argumentation template l

[S000051]

Argument over guarantees
obtained by design or by
verification

[S000061]

Argument over guarantees
obtained by design or by
verification

i |

[G000052]
The design of the ML model provides L2
robustness garantees

=

[CO00004] List of robustness
reinforcement methods: randomised
smoothing, jacobian regularization, <—
certified rebust training, random ﬁ
noising method set.

EUUUUIU]
Argument over rcbustness methods

v

[G000052]
The evaluation of the trained ML model shows
L2 robustness guarantees

[Y000015] GsnChoice36 N Choice node

I, *]of 4
v v v v
[C000005] G
Jacobian regularization [G000375]
described in EC4_trust and [G000012] [G000013] GsnGoalll2 Ll L)

referenced in Jakubovitz Jacobian regularization is used

2019 —— during ML training
[C000358] GsnContext124 <l
The applicability conditions

are captured from Jakubovitz
2019, The model must be a

DN, [501000030] ML Traning report

The ML training report includes: a check-,
list of all applicability conditions that are
satisfied by the ML model and the
FRENCH selected parameters related to the

INSTITUTES OF - o
TECHNOLOGY method during training.

fit
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The certified robust
training is used
during ML training

Randomised
smoothing is used
during ML training

Lipschitz robust
training is used
during ML training

Generic
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From Engineering Items to Assurance Cases
Refinement of requirements

1. Partitioning by robustness criteria
« Percentage of samples that are robust

Robusteness

- Maximal lambda for which all samples are robust | _— siterin

AlL ehoiees -wl\(/li*ean of maximal lambda for which each sample is

Partitioning by robustness criteria Partitioning by robustness criteria

Local Robustness Norm Selection
Strateqy pattern Process-based Vs. Product-based

Design Methad (®) é» Percentage of samples that are robust

() 4% Maximal lambda for which all samples are robust

() 4% Mean of maximal lambda for which each sample is robust

/— User choice

j Capella Pure::variant
Cpnﬁgurﬁffpn configuration wizard

menu

FRENCH
INSTITUTES OF
TECHNOLOGY

fit
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From Engineering Items to Assurance Cases
Refinement of requirements

O Partitioning by norms (only 12 and |~ considere

Generic
‘Argumentation

Partitioning by robustness criteria
Local Robustness Norm Selection

Local Robustness Norm Selection
User choice

=
[GO00001] Thfe trained ML m.odel is : [ADOC00Z]
robust to input perurbations The tazk considersd iz
classification

{...1 lime skipped)

}

[GD00034] The Traimed ML Model
satisfies the global robusmess criteria
{...1 lime skipped)

l

Design Method

Strategy pattern Process-based Vs. Product-based

(®) 4% 12 locally robust
() 4% I locally robust

A Trained ML Model is locally robust for a single
input x to a perturbation radius lambda if it

[GO0000] The trained ML model is
robust to input perturbations
{...1 line skipped)

!

[G000034] The Trained ML Model

[ADOCOCZ]
The task considered is
classification

—

= produces the same output for any perturbation 00034 The T ML ol
[G000074] The Trained ML Model ’ . b d . ’ ] b 1 b d ” (-1 ine skipped)
cites o G sl bt x'with distance(x, x’) less than lambda
criveria l
...1 line skipped!
{1 line skipped) -
I [GO000T4] The Trained ML Model
=zatizfies the Global nbzample robusmess
l l criteria
= = {...1 line skipped)
000076] The Trained ML Model i
G P TLIE T TR B2 M S Il:gcalhf mLu:acr:::r\din w0 r;eva:t | v o) I
for robusness evaluation R . Relevant nomns considered are L2 l l
{..1 line skipped) (.1 line skipped) and L-imf - -
[GO000TS] The verification set s relevant ESCC:WC TLITETC':Z‘;?"'::DM;:i:l [AGOOOTT]
for robustness evaluation P ™| Relevant nomns considered are L2
- . =] : - {..1 lime skipped) (.1 line skipped) and L-inf
\c‘[briﬁcatio:\:s]et Argument by partitioning of morms l L
=/ tsoocoray
= 7
T T - - L 2 Mrﬁ//m \Erﬁlgggg:iet Argument by partitioning of noms
-
- ~
P \ . L
£ < s T N norm
’ = \ - _ - -<
, B \ - - ~a
-
/<t [GO00079] The Trained ML Model is \ - [GO000&D] The Trained ML Model is linf locally \ .7 A 3
/N 12 locally robust \ e robust V4 =] ‘ \
I O (.1 line skipped) \ 7 {..1 line skipped) \ ’ \
I N ’ \ / [G000079] The Trained ML Model is \
I = 1 7 N 1 12 locally robust \
1 ™M . / [C000060] [ i (.1 ling skipped)
1 o I /4 List of robusmess reinforcement methods described in = I ] \
1 ~ ) h 1 EC4_must Double Backpropagation, Jacobian - [3000061] ] ]
1 SCGMEEE e . = l l regularization, Sawrated Network, Ensemble adversarial Argument over guarantees obtained by design or by verification ] l !
\ Arg nt over guarantees obftaing y design or by verification training, Waong_Kolter, Universal Random Smaoothing, , b - 1
\ 7 1 [3000081] ]
| Argument over guarantees obtained by design or by verification 1
i | 1

-

©IRT ISalnt Exupéry « All rlghts r;eserved Confldéntlal and préatietannide Gerdeh bicising .
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\
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Ardumentation

From Engineering Items to Assurance Cases

Generic
Properti ‘Argumentation

Q Strategy pattern Process-based (By Design) Vs. Product-based (By verification)

Partitioning by robustness criteria

Local Robustness Norm Selection

Strategy pattern Process-based Vs. Product-based
Design Method

Strategy pattern Process-based Vs. Product-

A Property satisfied by design
[]13& Property satisfied by verification

based

ﬁ— User choice

Workflow

29/03/2024

[CO00004] List of robustmess reinforcement methods:
randomised smoothing. jacobian regularization,
certified robust training, Andom noising method =et

- v

B

[GO000TY] The Trained ML Madel is
12 locally robust
{1 lime skipped)

B l
[5000021]

Argument over guarantees obtEined by design or by verification

2 + - T T T~
-7 REN
[G000022] The design of the ML I/
del ides L2 rob -
o Fm;la:‘hee::\ EmEss ' 7_//75 /’L@hf,‘bﬂ}ff
" . ] b
Bl \ has disaperaed
\

\ ,
N _’
~
S~ ___-- ”

[5000010]
Argument over different by-design robustness methods

\_—’

© IRT Saint Exupéry * All rights reserved « Confidential and proprietary document

% ML-Algorithm Engineer

Specify and architect ML Model and its Complementary Software [tems

Analyze results of evaluation of the trained ML Model {(with its Complementary Software ltems if needed)

[ Analyze ML Model robustness evaluation report

] |

Specify and architect ML Model
Define ML Model requirements

Orient the
typology of ML

Define ML Model robustness requirements

[ Express each ML robustness requirement as...]

[ Express ML robustness requirements as furm...]

ML model
robustness ...

Define a strategy for ML

Define a strategy

A
\

_ Strategy by
design”

r—

for ML model
robustness -
development :::lnu o“rl-
{ op
DSltype of data... 5 p——
ML Model!
o5 strategy for robustness by design
(Lipschitz and/or adversarial traini... ;i“:;“z
o

% Data Engineer

Produce

d:lam




» Robustness AC Template
a
g
€
2
1 . - .
Q Strategy pattern Process-based (By Design) Vs. Product-based (By verification)
Partitioning by robustness criteria Strategy pattern Process-based Vs. Product-based
Local Robustness Norm Selection | %5 f}’ c h 0[ z f
Strategy pattern Process-based Vs. Product-based ﬁ
. Design Method [[] % Property satisfied by design
A 9 umentation [+/] & Property satisfied by verification or /Qﬂow
% ML-Algorithm Engineer
Specify and architect ML Model and its Complementary Software ltems
= + Analyze results of evaluation of the trained ML Model (with its Complementary Software ltems if needed) .
Analyze ML Model robustness evaluation report ] mozaellnrejbm;e... Evaluate robustness
[G000OTY] The Trained ML Modsl is _{ - " ] © e
12 locally robust @ Specify and architect ML Model
I:1 lime Sk.IFlFlEd] Orient the @ Define ML Model D=HIML model robustness require...
typology of ML Define ML Model uirements
l [ Express each ML robustness requirement as...] :'ﬂ'::“:h::g:';::;::;‘::“ L
Software ltems
g [ Express ML robustness requirements as fnrm...] ML model
:m” R strategy, methods and tools
Argument owver guarantees obtaimed by design or by verification bt deciion to mocity st P3ltype of ML mo... °='Tl"=f‘:::91. ‘ o Mf’:;’mdel e o
'E:::Islﬂf:-:" of ...
Ctype of dat...
_em T T T TT S ~ + Acquire or
, ~ @ develop ML
4 \\ 2 Acquire Dtrained .,
< ,, The [gﬁp‘q,/i— \ [GO00052] The evaluation of the trained @ 1L Model 7
N ' as disaneraed | ML model shows L2 robustness g Develop || 7T -
8 |\ P g 7 guarantees ML Modi
-~ \ e {...1 line skipped) — &
8 AN -
S 'ﬂ Seee - - 2 Da::smeer Si’l’ﬂfcfg g M
o~ e — ’ ,
© IRT Saint Exupéry * All rights reserved « Confidential and proprietary document E Vfl’&fzdﬂfﬂﬁlfb




Robustness AC Template
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Q Strategy pattern Process-based (By Design) Vs. Product-based (By verification)

Strategy pattern Process-based Vs. Product-based

Partitioning by robustness criteria

Local Robustness Norm Selection - %gg;/ cha[og
Strategy pattern Process-based Vs. Product-based ﬁ

. Design Methad & Property satisfied by design
Al 9 umentation [¥/] & Property satisfied by verification

Workflow

]
+ £ ML-Algorithm Engineer
F Specify and architect ML Model and its Complementary Software ltems o) Evaluate the trained
= its Complementary Softwal
[G0000TY] The Traimed ML Model is Analyze results of evaluation of the trained ML Model (with its Complementary Software Items if needed) -
12 locally robust e
.1 Iinezk.ipped] 7{ Analyze ML Model robustness evaluation report 1 mmodel robustne... :\;a‘ll:l::::‘::s'l‘aess
Model
>
Specify and architect ML Model )
e Define ML Model raquirements D ML model robustness require...
Feroccat] typology of ML Define ML Mods! rot requirements
Argument over guarantees obtained by design or by verification Consider i Define a strategy for evaluation of ML
Argl g y ] ¥ robustness [ Express each ML robustness requirement as...] Model and its Complementary
@ in the Software Iltems
orientati... [ Express ML robustness requirements as fnrm...] ML model
robustness r...
* + Define strategy, | strategy, methods and tools
= | @& ... D=
B b decision to modify strat. pElnHMBG, ® methods and for ML model robustness e..|
- ‘ tools for
. [GO000E2] The design of the ML [G000052] The evaluation of the ained —e ion of ...
O P = S e = e maodel provides L2 robustness ML model shows L2 robustness [’ﬂmbu;:jsi Dol type of dat.
mu_:n:fd’\lng,]acoblan.r\.!gulanzauon, — garantzes guarantess Define a sirategy
raining, random noising method sst (.1 line skipped) (.1 line skipped) for ML model
robustness "
development :2:"" :L
op
D type of data... &l Acoui Diltrained ..
cquire
ML Model
< D5 strategy for robustness by design Dl trained ...
N (Lipschitz and/or adversarial traini... Develop
o [5000010] =ML Mudg
N Argument over different by-design robusmess methods 2
~
™
o I % Data Engineer
TN & [ TECANOCUGY
(<2] Produce
N datasets
© IRT Saint Exupéry * All rights reserved « Confidential and proprietary document &l




» Robustness AC Template

a

g

€

2

3

smoothing>, <Random noising>

Partitioning by robustness criteria DeSign Method

Local Robustness Norm Selection

Strategy pattern Process-based Vs. Product-based

Design Method [[] % Jacobian regularization
[] & Lipschitz training
[]3 Certified robust training
[]#& Randomised smoothing

[[]% Random noising

] \ Uuser choices

FRENCH
INSTITUTES OF
TECHNOLOGY

fit
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O Families of method (from Confiance SotA: "EC4-Trustworthiness by design"):
= <Jacobian regularization>, <Lipschitz training>, <Certified robust training>, <Randomised

'

Argumant over differant by-dasign robustness mathods

W [YOOOOME] GsnChoice™36
. flof4

- }

[EI003TE] Lipschitz robust training is

[CO00ATT] GenContaxtiid ussd during ML training
Lipschitz training is described in EC4_trust and (1 lina skippac]
rafarancad in Anil &t al. 2019 and Sarruriar &t
al. 2021

[CO00A% CaniComtext 126
The applicability conditions ars captursd
from Anil 2015, The modsl must be a

DRRL [EolD003TE] ML training report

The ML training report includes a chack-list of all
applicability conditions that arz satisfisd by the ML modsel
and tha selected paramatars ralated to the mathod during

training
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Uncertainty
Assessment &
Choice of Strategies

l ’ Using Dempster-Shafer theory...
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What we would like...

U Choose the most convincing strategy

U Focus the validation effort on the most sensitive parts of the argumentation

» Assessment performed at each goal provides
» Goal weakness
» Contradiction between proof elements

» For conjunctions
= Procedure to improve the AC

U Identify the weaknesses of AC structure
» Not sufficiently convincing strategies associated to a goal whose

FRENCH
INSTITUTES OF
TECHNOLOGY

fit
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T EXUPERY
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Uncertainty in the context of AC (o

J How to establish confidence ?

» Use of assurance case to justify the well-founded development of systems integrating machine
learning

L What is an assurance case?

= A structured argument used to justify a desired claim (safe, reliable, robust ...), based on evidence(s)
concerning both the system and the environment in which it operates.

O Issue
= What are the sources of uncertainty in a structured argument?
= How to measure and propagate uncertainty in these structures?

Uncertainty is a general description of a state of

knowledge that makes it difficult/impossible to assess the

truth or the falsity of a piece of information (or a
proposition).

INSTITUTES OF
TECHNOLOGY

fit
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What does confidence mean in our framework ?

U The concept of “Confidence”, in our context (i.e., argumentation),
reflects the amount of information an expert has that can justify his/her
judgment about a proposition.

O A justification can be for or against a proposition.
Formally, it's defined as:

Conf(A) = Bel(A) + Disb(A).

O Complete information consists of what is known, and what is unknown
(uncertainty/ignorance) about a proposition A, such as:

Conf(A) + Uncer(4) = 1.

FRENCH
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Sources of uncertainty in AC @&?ﬁ‘;

tTUStG 0A1

O Two factor to estimate uncertainty

GOA1l
The <Trained ML Model> is <locally
robust according to the 12 norm>

= Trustworthiness which quantifies the truth (with belief
measures) and the falsity (with disbelief measures) in l APPT(G042,G0A3)~GOAL

propositions (i.e., goals). I

STR
Argument over the satisfaction of

: : . th ty by desi b
= Appropriateness which quantifies the truth about the = PIOPETTY PV CRIEn or By

_ _ : verification
inference (i.e., supported by relation) between a
parent goal and its child goal(s). This is related to the
strategy deployed by the AC designer to develop trustgoaz trustgoas
his/her reasoning. o = SOM3 =
The <ML Model design> ensures that The evaluation of the <Trained ML Model>
the <Trained ML Model> is <locally demonstrates that the <Trained ML Model>
robust according to the 12 norm> is <locally robust according to the 12 norm>

» trust; = (Bel;, Disb;, Uncer;),i = {GOA1,GOA2,GOA3}

appr = (Bel(GOAZ,GOA3)—>GOA11 UnceT(GOAz,GOA3)—>GOA1)

FRENCH
INSTITUTES OF
TECHNOLOGY
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Source of uncertainty ((((m s

1 Aleatoric uncertainty (or Randomness) due to the variability of
natural phenomena. E.g., rolling a dice.

 Epistemic uncertainty (or Incompleteness) due to lack of information.
E.g., “The crime suspect fled in a grey car”. This information is not that
sufficient to track down the suspect. What kind of car was it? In which
direction did he/she flee?

[ Inconsistency due to misinformation and contradiction. E.g., pro-
and anti-vaccine arguments in a global pandemic situation.

 Fuzziness or vagueness due to imprecise information. E.g., Pierre is
tall. The borderline between “tall” and “not tall” is not well-defined.
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Measuring uncertainty - Probability Theory

U Probability theory deals well with random events (frequencies), but less well with
singular events due to a lack of information.

LIt represents uncertainty by assuming even distribution over the whole frame of

discernment Q, such that: P({w;}) = I_Slll L é
- Example: Case of alightbulb, 0= (On,0ff} @ )
= | have no idea of the state of the light bulb: P({On}) = P({Off}) = % < (\\ ,)
= There's an equal chance of the light bulb being on or off: P({On}) = P({Off}) = %

____________________________________________________________________________________________

\¥ Both situations are

descrived using the
same model

FRENCH
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Measuring uncertainty - Dempster-Shafer Theory ﬁixusp?'r'f\[

U Dempster-Shafer theory (DST) is a generalization of probability theory that deal
well with both epistemic and aleatory uncertainties.

3 It defines the concepts of: Mass function (BPA) m: 2 — [0,1] such that:

i -
dExample: Case of a light bulb, Q = {On, Off} Q L)

= m({0On}): Quantifies the probability that the light bulb is “On”. )
- - _ _ Mncﬁrmmtg
=m{0ff}): Quantifies the probability that the light bulb is “Off”. /-

=m(£2): Quantifies ignorance on the state of the light bulb “On” or “Off”.|

___________________________________________________________________________________________
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Measuring uncertainty - Dempster-Shafer Theory @&}w

O From a mass function, we define the concepts of:

= Belief function:
Bel(A) = Y.gcap+gm(E) and Disb(A) = Bel(A)

Dempster-Shafer

= Plausibility function: Theory

PI(A) = Xpnazgm(E) = 1 — Disb(4)

Possibility & Necessity
Theory

Dirac Function

Probability Theory

PIl(A)

Disb(A) Uncer(A) Bel(A)

\ J
|
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Uncertainty Evaluation - Mathematical Background

U Hypothesis

» Goals directly supported by a Solution can be:
= Believed, i.e. m(g)g can be different from zero
» Disbelieved, i.e. m(g)not g can be different from zero
= Epistemically uncertain, i.e. m(g)g or not g can be different from zero
» Rules involved in a Strategy can be:
= Believed, i.e. m(r)r can be different from zero
» Epistemically uncertain, i.e. m(r)r or not r can be different from zero
» But cannot be disbelieved, i.e. m(g)notg =0
= Rules are: pi => C, not pi=> not C
» Provides a formal and flexible definition of Is supported by

FRENCH
INSTITUTES OF
TECHNOLOGY
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Bel(C), Disb(C),Uncer(C)

GOA1*
The System X is acceptably
safe

il Bel(P = C),Uncer(P = ()
Bel(—P = (), Uncer(—P = —C)

Bel(P),Disb(P), Uncer(P)

h

GOA2**
All hazards have been
treated

*GOA1 = C (Conclusion)
**GOA2 = P (Premise)
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Confidence & Uncertainty in DST/AC framework

. S Belief values on rules
= (i.e., appropriateness) ‘

LOVTEIEO0 00 00
010000 00 00 06

Belief and disbelief values on
Yy premises (i.e., trustworthiness)

AR
(]
]
]
~li
1
if
i

Propagation
Model

= Y
o W
— —
== =
FRENCH
INSTITUTES OF
TECHNOLOGY
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Belief and disbelief
values on “Top-goal”
(i.e., trustworthiness)

The <Trained ML
odel> is robus ‘

AC-Robustness



D Q 9 T

o1 w

29/03/2024

Uncertainty metrics
Visualization format

0 Uncertainty metrics are displayed in terms of belief and disbelief degrees.

Numerical Qualitative
value value
Belief degree Very high
Disbelief degree 0.00 Very low

Metric (GOAO01)

Conflict degree 0.00 Very low
GOA 1 Type of Rules (STR) Belief Qualit.ative
rules Values belief
All - GOAO1 1.00 Very high
Direct GOA02 —» GOAD1 0.95 Very high
GOA03 — GOAD1 0.70 High
None — -GOAO1 1.00 Very high
STR Reverse —-GOA02 —» ~GOAOD1 0.50 High
—-G0A02 - -GOAD1 0.50 High

v v

GOAO02 GOAO3

Numerical Qualitative Numerical Qualitative

Metric (GOA02) value value Metric (GOAO03) value value
= - = - Nota. Belief (resp. disbelief) degree, noted Bel({A4}) (resp. Disbh({A}) =
Pe"e_f EgIEe Eiineh DP‘:’I'T_f (::gree 0.00 \\//erv T'gh Bel({—A}) represents the sum of all evidence in favour of (resp. against) an
Dlsbellefdegree Very low Ishellet degree ' ST assertion (4) . While uncertainty degree is noted Uncer({4A}) = 1—
Conflict degree 0.00 Very low Conflict degree 0.00 Very low Bel({A}) - Disb({A}). The strength of an evidence for or against A is

FRENCH called a mass and is resp. noted m({A}) to quantify the probability that A is

TECHNOLOGY True or m({—A4}) when A is False, while m({4, =A}) quantifies ignorance.

fit
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Uncertainty Evaluation - Mathematical Background

O Elicitation
» Decision, Dec(A): given by an expert to accept or reject
a proposition (A)
= Dec(A)=[1+Bel(A)-Disb(A)]/2

» Confidence, Conf(A): the amount of information the
expert needs to justify his/her decision

= Conf(A)=Bel(A)+Disb(A)

O A constraint is added to ensure that strong
decisions are not taken in cases of significant
uncertainty:

» [1-Conf(A)]/2<Dec(A)<[1+Conf(A)]/2

FRENCH
INSTITUTES OF
TECHNOLOGY
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Low confidence ()

High confidence (

Very high

confidence Strong Moderate Weak No decision Weak Moderate Strong
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Rejection Acceptance
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Uncertainty metrics
Entry format

N
5\ SAINT
@\xu PERY

O Uncertainty metrics are pre-entered by the developer

Strategy STR:
GOA10
Q1. Assuming GOA20 is valid, what is your
assessment of the conclusion GOA107?
| Numerical value | | aualitative value | :STD
: S e B T
{ ) | 1.00 | | Strong acceptance I
GOA20
Q2. Assuming GOA20 is invalid, what is your
assessment of the conclusion GOA10?
| Numerical value | \ Qualitative value ‘
< y o o ] [ v
{ ) | 1.00 | \ Strong rejection ‘
Solution (SOL10)
Considering the provided solution(s), what is your
assessment of the conclusion GOA20?
Numerical value Qualitative value
Confidence { ) 1.00 ‘ Very high |
Decision { » 0.60 ‘ Moderate acceptance |
FRENCH
-ﬁ't INSTITUTES OF
TECHNOLOGY
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AN SAINT

Confidence metrics propagation [~ ExuPERY

U Method selection on the basis of propagation results:

The <TrainedMLM> is robust to input perturbations

The <Trained MLM> satisfies the <Global robustness
criteria>

Propagation results on

The <Trained MLM> satisfies the <Global Nb. Sample
robustness criteria>

the top-goal

Disbelief
degree

Methods

The <Trained MLM> is <lLocally robust> according to
relevant norms

Belief degree

The <Verification set> is relevant for robustness
evaluation ©

The <Trained MLM> is <I; locally robust> LIpSChitZ

. 0,92 0,01
Training

The <Design of the MLM> provides sufficient <[,
robustness guarantees>

Randomised

Smoothing il L

The <Method X> is used during ML Training o

[
"
e e e Certified
Robust 0,89 0,01
e

AC after requirements specification

FRENCH
INSTITUTES OF
TECHNOLOGY
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Assurance case viewpoint in Capella
Environment

m‘aﬁ?\\\\\ SAINT
(T EXUPERY

== workspace - platform:/resource/Test/Test.aird/[GSN] AssuranceCase 1 - Capella - O >
File Edit Diagram Mavigate Search Project Run  Window Help
mRAE N EH=N AR e v|g Q %\|§
%= *Project Explorer i3 a0 4 | = <§> g =0 2, *Test & *[GSN] AssuranceCase 1 332 = 8
* = any string, 7 = any character, \ = escape for literals: *7, ag - Ei-.' - [~ | ke | g | B &~ | Y ] | Bl lnzPalette. _ _ - - & - o - - = [ -
v (5 Test A ] ' ) 1
| 1
B Testafm | | = Elements @]
v [#] *Test.aird ; o — I
v TE) Test 1 ¥ Solution 1
v 3 Operational Analysis [GO00001]The <trained ML : [Z] Context !
~ B Assurance Cases Model> is robust | =2 !
© AssuranceCase 1 | (= Relations i :
v P Glossaries 1| ™8 Choice 1
~ ME Main Glossary : I Supported By 1
b, global robustness criteria | e - !
b Global nbsample robustness criteria || = Away Elements 4 :
2k, Global max robustness criteria 1 1 S N
; L @ Away Goal
w (3 Operational Activities 1 1
C;Lassﬂr Root Operational Activity 1| Away Solution ! l tt-
__ . I L. - 1 H 8 /f
P (= Operational Capabilities v T |
gM/t’/Lgs (= Interfaces | = Miscellaneous 40 X
(= Data 1 Renumber G5N IDs 1
[AO00007]The task [GO00002]The <Trained ML (- . 1
& Roles . . considered is Model> satisfies the <global || Tactic 1
v (= Operational Entities classification robustness criteria> (- T— ~ 1
OE1 | | (= External Elements w1
i I
i Syst.em Ana\).,rsm ] Referentiable External Elements :
£ Logical Architecture | v: X
3 Physical Architecture < S Manage Referenced Artifacts |
i 3 S R R - - -
_ £ EPBS Arc.hltecture [ Properties 52 4E Information 3% Semantic Browser [ Viewpoint Manager ME Glossaries i =)
w [ Representations per category
«& Common (Goal) The <Trained ML Model> satisfies the <global robustness criteria>
w +& Operational Analysis
[7] Operational Activity Breakdown Capella
- D Operational Architecture Blank Py MName : | The <Trained ML Model> satisfies the < global robustness criteria» |
s [OAB]OE1 L
. ) Description Summary : | |
“= System Analysis R
& Logical Architecture ERENEINE
& Physical Architecture
Aornnc ool v k4
Test:: Test::Operational Analysis::Assurance CasesiAssuranceC...< Trained ML Model> satisfies the <global robustness criteria» 236M of 1000M m T | {
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Assurance case viewpoint in Capella

Environment

Content assist

EventExchangeltem 1

#item|
% EventExchangeltem 1

D FlowExchangeltem 2

Property <=> Exchange item

Assurance Cases

¥ Exchangeltem 3

§§ EngProperty 1 ,'
E i

% EventExchangeitem

@ OperationExchangeitem

(> DataPackageW ithExchangelitems

D FlowExchangeitem

B sna

N 2

(4 Classes

FRENCH
INSTITUTES OF
TECHNOLOGY
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= Ci
(= Communication
(= EngineeringProperty
=] Add
== Associate to Exchangeltem
== Associate to Exchangeltem from Data Pkg

R Engineering Properties

Insert/Remove Engineering
Properties

b pProperty 2

000002

I
<p>Thisis the

goal 2 of this...

000012

<p>This is
Description of
Justification 12</p>

6000001
<p>This 1s the goal one

which is the root of this
Assurarce Case.</p>

" 5000011

[ <p>This is Description

of&nbspStrategy 10. |
)l </p>

Sol000017"

<p>Thisis
Description of
Solution 10.</p>

(
\¢

~
=
BN G000003
N
“a =
<p>This is the
goal&nbsp;3
~—A000010 B
<p>Thisis

Description o...
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Assurance case viewpoint in Capella
Tactics

F ) SAINT
EXU PERY

& [GSN] AC Robustness EH [GSN] Tactic? 52 = 0
Parent Nede Choice Selected Branches Rationale
@ TacticalDecision1 [G000005]G0A1E  [Y000011}GsnChoice13 - [1, ¥ of 2 [S000015]GenStrategy 17 This rationale explains why we choose to go with this selected branch. May use terms from the glossaries: [abcde (GOA14 Glossary)]
@ TacticalDecision2 [S000015]GenStrat [v0000181GenChoice32 - [1, ] of 2 %
@ Selected Branches -- TacticalDecision2 ] *

Filter Available Choices
Choice Pattern (* or 7) ‘ |

Tabular Filtered view of

fefinition tactics
of tactics

Down

D

& Project Explorer © =W a

Robustness 52

any character, = escape for teras I — =
[T Properties 32 ¥ Semantic Browser 4= Information #* Plug-in Registry v Teg > CAC SampleModel e = v A
= - "CAC-SampleModel.sird = Awf'bmi\: e
. P - P 3 CAC-Samplehodel
® (Tactical Decision) TacticalDecision2 & Representatons per category
CAC-SampleModel sim

&) » CAC 1l
T frin_systemy confiancesl capella.cac.design

i
Sre

gz

75 "IGSN] Tackics 1}
Perent Node Choice Selected Branches Rationale

- ~ @ TacticalDecision]  [GOS000SGOAIE [¥000011)GsnC “p etz (seeoors 3 du texle: avec des. mences [FratTerm (an Glossary]]

E= Cutine BB Glossaries a8 @ TacticalDecision2 [S0D0G15)GsnSirategy 17 [YDOOO19)GsnCt 11, 10f2  [G000032X
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Assurance case viewpoint in Capella

V&YV Plan

FRENCH
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PROC-1B - Transform to Lipschitz design

Objective
Transform an existing model that adheres to Lipschitz continuity constraints.

Responsibility
Role: Machine learning engineer, mathematician.

Resources
{Estimated resources}

Applicable Documents
° ML model algorithm definition
. Deel-lip Tool: https://github.com/deel-ai/deel-lip

Checklist tasks

O Define the mathematical requirements for Lipschitz continuity

O Design a model architecture using Lipschitz-compliant layers/operators

O All k-Lipschitz layer types adhere to the design requirements, ensuring desired properties like input and
output dimensions

O All k-Lipschitz layers are compatible with the overall model architecture

O If 1-Lipschitz design is required, follow the deel-lip best practices. See ANNEX — DEEL-Lip practices for more
information.

Results
° Architecture design document
° Theoretical analysis report

s exubERY
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‘ Conclusion
. ' Where are we now?

What next?
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Status and next steps... ((((((((m

-0~

O Status

= A (small) set of Assurance Cases on “important” properties for the development of systems
embedding ML components (robustness, explicability, ODD correctness and completeness,...)

» A Model-based approach integrating and linking workflow and assurance case models
= A Capella GSN viewpoint with extensions supporting the approach

O Next steps

» Improve integration within the “Confiance.ai” workbench
» Links with the set of solutions proposed by the project
» Links with the “Body of Knowledge” created by the project
= Extension of Assurance Cases to other properties

= Addition of new features
» [mpact analysis
» Dependencies between strategies
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