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Abstract. We consider a class of Markov chains known for its closed
form transient and steady-state distributions. We show that some ab-
sorbing chains can be also seen as members of this class and we provide
the closed form solution for their absorption time distributions. By con-
structing upper and lower bounding chains that belong to this particular
class one can easily compute both lower and upper bounds for absorption
time distribution of an arbitrary absorbing Markov chain. We provide a
new algorithm for the construction of bounding chains from this class
and we show a possible application of these bounds.

1 Introduction

Markov chains are widely used to model complex systems due to their simplicity
to represent in an intuitive manner the behavior of a studied system. Various
high-level formalisms such as Stochastic Petri Nets, Stochastic Automata Net-
works or PEPA nets have been proposed making the modeling task more efficient
since one needs only to specify different components of the system, their local
behaviors and their interactions. The generation of the underlying Markov chain
and the computation of different performance or reliability measures of interest
can be then performed by one of many existing tools, depending on the formalism
used. However, most of the resolution techniques for transient or steady-state
distributions of Markov chains depend on the actual size of the entire state space,
which is often near to the product of the number of states of each component of
the system.

In order to overcome the state space explosion problem various approximation
methods have been proposed which ignore or simplify the complicating aspects
of the underlying models. However, only some of those methods estimate the
error committed by the approximation or guarantee that the approximate value
of measure of interest is smaller (resp. greater) than the exact one. Different
bounding methods have been proposed for steady-state analysis. Most of them
use linear algebra arguments and resume the steady-state analysis to the solution
of a linear system. The advantage of stochastic comparison techniques is that
they use probabilistic arguments, allowing thus both steady-state and transient
analysis of the system.

Stochastic orderings have been largely studied in different areas of applied
probability [13, 16]. Various stochastic orders have been proposed and the most



well known is certainly strong stochastic order defined through the comparison of
the expectation of all increasing rewards. Different bounding methods have been
proposed by using this stochastic order. The main idea behind all these methods
is to modify the transitions of the original chain in order to simplify its analysis,
yet preserving the comparison of both steady-state and transient distributions.
The proof of this comparison can be established by different techniques such as
sample-path arguments or stochastic monotonicity. While the first one is specific
to the strong stochastic order, construction of monotone bounding chains can
be used with different stochastic orders such as for instance increasing convex
order allowing to compare the variability of two Markov chains. Moreover, it
is possible to construct algorithmically a bounding monotone chain using both
strong stochastic ordering [1] or increasing convex stochastic ordering [3]. Finally,
the simplification of the model can consist in a special structure adapted to
some special numerical resolution method [11, 9], in construction of lumpable
bounding models reducing thus the size of the model [17] or in construction of
the bounding models having known closed-form solutions that will be considered
in this paper.

In [5, 6] a class of Markov chains having closed-form solution for the steady-
state distribution has been introduced by Ben Mamoun and Pekergin: class C
chains. The same authors showed that the chains from this class have also closed-
form solutions for their transient distributions [7]. A generalization of this class to
a larger CG class of Markov chains has been recently proposed in [4]. This larger
class allows one more degree of freedom and permits thus to obtain more precise
bounds. We show in this paper that this additional degree of freedom allows
also simple construction of bounding matrices that belong to this new class.
Class CG structures can be imposed as the bounding matrices, in the algorithmic
stochastic comparison approach [6, 4]. Thus, bounds on distributions can be
computed by means of closed-form solutions of class CG matrices leading to
important numerical complexity reductions. For instance, in [8], class C bounds
have been applied to perform a first step rapid model checking.

Several two-level resolution methods which consist in analyzing several smaller
sub-models separately and then finding the global solution by combining sub-
solutions have been proposed. In [10], the cycle time of PEPA model where each
component is a PEPA sub-model is considered. Holding times of sub-models
which are continuous Phase distributions are bounded by exponential random
variables, providing thus a far simpler precedence PEPA model that can be
then analyzed by classical numerical techniques. In reliability studies, bounding
schemes have been proposed by dividing large state spaces in several macro-
states. One macro-state is taken into account explicitly while the others are
reduced to single states. The transition rates for these states are obtained by
computing bounds on the underlying sub-models [14, 12]. Class CG bounds may
be useful to compute bounds of sub-models. To illustrate the applicability of this
approach, we consider in this work a task graph where task execution times are
given by discrete time Phase distributions. We first compute CG class bounds for



task execution times and then incorporate them in the considered task graph
which is the high-level model.

We present briefly in Section 2 the generalized class C matrices and their basic
properties: closed-form solutions for transient and steady-state distributions. We
show that some absorbing chains also belong to this class and we give the closed
form solution for their absorption times. This class of matrices can therefore be
used to compute simple lower or upper absorption time bounds. In Section 3 we
provide a new algorithm for construction of bounds that belong to this class.
This new algorithm presents different advantages compared to the algorithm
presented in [4]. The most important is certainly its simplicity and the possibility
of computing both upper and lower class CG bounds. Finally, we show in Section
4 how this new algorithm can be used to obtain fast closed form bounds for PH
distributions modeling service times in a multi-level model.

2 Class CG matrices

The CG class of stochastic matrices has been introduced recently in [4] as the
generalization of the C class introduced in [5, 6]. We give first the definition of the
CG class and the closed form solution for transient and steady-state distributions
for the transition matrices that belong to this class. Further details and proofs
can be found in [4].

2.1 Definition and basic properties

Throughout this paper we will denote the vectors and the matrices with boldface
letters. All the vectors are row vectors and xt will denote column vector obtained
by transposing the vector x. When comparing vectors or matrices x ≤ y stands
for the usual component-wise comparison: x ≤ y ⇔ xi ≤ yi, ∀i.

Definition 1 (Class CG). A stochastic matrix P of size n belongs to CG if there
are three vectors v, c and r in R

n such that:

P = 1tv + rtc,

where 1 denotes the row-vector having all the components equal to 1 and the
vectors v and c satisfy:

– v is a probability vector (vi ≥ 0, ∀i, v1t =
∑n

i=1 vi = 1),

– c1t =
∑n

i=1 ci = 0.

For vector r such that ri = i−1, ∀i we obtain the class C Markov chains defined
in [5]. Thus the class CG is larger than the class C.

Certainly one of most important properties of class CG matrices is that they
have closed form solution for the transient distributions:



Theorem 1 (Transient distributions). [4, Theorem 2] Let {Xk, k ≥ 0} be
a discrete time Markov chain with probability transition matrix P that belongs
to the class CG, such that P = 1tv + rtc, and let νk be the distribution vector
of Xk. Let α, β and γ be the following constants:

α = crt, β = vrt and γ = ν0rt.

Then for all k ≥ 0,
νk = v + akc, (1)

where ak is the constant defined as:

ak = β

k−2
∑

i=0

αi + γαk−1 =

{

β
(1−αk−1)

1−α
+ γ αk−1, α 6= 1

β (k − 1) + γ, α = 1.

The following corollary gives now the closed-form form for the steady-state dis-
tribution:

Corollary 1 (Steady-state distribution). [4, Corollary 1] Let {Xk, k ≥ 0}
be a discrete time Markov chain with probability transition matrix P ∈ CG such
that P = 1tv + rtc and let α = crt. If |α| < 1, then {Xk, k ≥ 0} has a
steady-state distribution given by:

π = v + Rc, (2)

where R is a constant defined as: R = vr
t

1−crt .

2.2 Closed form solution for absorption time distribution

Note that one can easily construct absorbing transition matrices that belong to
the class CG . Indeed, take an arbitrary probability vector v and define the vector
c as follows:

ci = −vi, i < n, cn = 1 − vn.

Then obviously c1t = 0. Then for an arbitrary vector r satisfying:

0 ≤ ri ≤ 1, ∀i,

rn = 1,

the matrix is clearly stochastic, thus P ∈ CG . Furthermore, we have P n,∗ =
(0, 0, . . . , 0, 1), so state n is absorbing.

Example 1. Let v = (0.1 0.3 0.6). Thus c = (−0.1 − 0.3 0.4). By taking
r = (0.1 0.2 1), matrix P = 1tv + rtc is defined as follows:





1
1
1





(

0.1 0.3 0.6
)

+





0.1
0.2
1





(

−0.1 −0.3 0.4
)

=





0.09 0.27 0.64
0.08 0.24 0.68
0 0 1







Suppose now that we have an absorbing discrete time Markov chain {Xk, k ≥ 0}
such that the unique absorbing state is the last state (state n). Denote by P the
transition matrix of this chain. We show now that class CG matrices have also
the closed form solution for the absorption time.

Proposition 1. Let T denote the absorption time of an absorbing discrete time
Markov chain {Xk, k ≥ 0} such that the unique absorbing state is the last
state (state n). Denote by t ∈ N

∞ the probability distribution vector of T . If the
transition matrix P ∈ CG (P = 1tv + rtc), then the vector t satisfies:

t0 = ν0
n,

t1 = vn + γcn − ν0
n,

tk = αk−2(β + γ(α − 1))cn, k ≥ 2,

Proof. Note first that for each k, P (T ≤ k) = P (Xk = n). Thus t0 = P (T =
0) = ν0

n and

tk = P (T = k) = P (T ≤ k) − P (T ≤ k − 1) = νk
n − νk−1

n , ∀k > 0,

where νk denotes the distribution of Xk. From Theorem 1 we have

t1 = vn + γcn − ν0
n,

tk = (v + akc)n − (v + ak−1c)n = (ak − ak−1) cn

= βαk−2 + γ(αk−1 − αk−2)cn = αk−2(β + γ(α − 1))cn, k ≥ 2.

⊓⊔

Corollary 2. If |α| < 1 then the mean absorption time E[T ] is finite and equal
to:

E[T ] = vn +

[

γ + (β + γ(α − 1))
2 − α

(1 − α)2

]

cn.

Proof. From Proposition 1 we have :

E[T ] = vn + γcn +

∞
∑

k=2

ktk = vn + γcn + (β + γ(α − 1))cn

∞
∑

k=2

kαk−2

= vn + γcn + (β + γ(α − 1))cn

(

2

∞
∑

i=0

αi +

∞
∑

i=0

iαi

)

= vn + γcn + (β + γ(α − 1))cn

(

2

1 − α
+

α

(1 − α)2

)

=

= vn +

[

γ + (β + γ(α − 1))
2 − α

(1 − α)2

]

cn.

⊓⊔



3 Algorithmic construction of bounding matrices

The closed-form solutions to compute transient distributions and absorption
time distribution make class CG matrices interesting to construct bounding chains.
These bounds can be derived by means of stochastic comparison techniques. We
first state the basic definitions and theorems of this approach and refer to [13,
16] for further details.

3.1 Stochastic Comparison

Let denote by Fst the class of all increasing real functions on E and by Ficx

the class of all increasing and convex real functions on E . We denote by �F the
stochastic order relation, where F can be replaced by st or icx to be associated
respectively to the class of functions Fst or Ficx.

Definition 2. Let X and Y be two random variables taking values on a totally
ordered state space E.

X �F Y ⇐⇒ Ef(X) ≤ Ef(Y ), ∀f ∈ F

whenever the expectations exist.

In the sequel, we consider E = {1, . . . , n} with the usual total order ≤.
Stochastic orders �st and �icx can be also defined through matrices. We give
here Kst and Kicx matrices related respectively to the �st and �icx orders. In
the sequel KF denotes the matrix related to the �F order, F ∈ {st, icx}.

Kst =















1 0 0 . . . 0
1 1 0 . . . 0
1 1 1 . . . 0
...

...
...

. . .
...

1 1 1 . . . 1















Kicx =















1 0 0 . . . 0
2 1 0 . . . 0
3 2 1 . . . 0
...

...
...

. . .
...

n n − 1 n − 2 . . . 1















Notice that for discrete random variables X and Y with probability vectors
p and q, the notations p �F q and X �F Y are used interchangeably. Moreover,
we have the following characterization [13]:

Property 1. X �F Y if and only if pKF ≤ qKF .

It is shown in Theorem 5.2.11 of [13, p.186] that monotonicity and comparability
of the probability transition matrices of time-homogeneous Markov chains yield
sufficient conditions to compare stochastically the underlying chains. We first
define the monotonicity and comparability of stochastic matrices and then state
this theorem.

Definition 3. Let P be a stochastic matrix. P is said to be stochastically �F -
monotone if for any probability vectors p and q,

p ≤F q =⇒ pP ≤F qP .



Definition 4. Let P and Q be two stochastic matrices. Q is said to be an upper
bounding matrix of P in the sense of the �F order (P �F Q) if

P KF ≤ Q KF .

Note that this is equivalent to saying that P �F Q, if

P i,∗ �F Qi,∗, ∀i ∈ {1, . . . , n}

where P i,∗ denotes the ith row of matrix P .

Theorem 2. Let P (resp. Q) be the probability transition matrix of the time-
homogeneous Markov chain {Xk, k ≥ 0} (resp. {Yk, k ≥ 0}). If

– X0 �F Y0,
– at least one of the probability transition matrices is monotone, that is, either

P or Q is �F -monotone,
– the transition matrices are comparable, that is, P �F Q,

then
Xk �F Yk ∀k.

Let X = {Xk, k ≥ 0} and Y = {Yk, k ≥ 0} be now two Markov chains with
an absorbing state n. Then under the same conditions as in the above theorem
we have also the �st-comparison of absorption times to n. We will denote by
T X (resp. by T Y ) the absorption time to n of chain X (resp. Y ).

Corollary 3. [3, Proposition 2.9] Let P and Q be the transition matrices of two
Markov chains X = {Xk, k ≥ 0} and Y = {Yk, k ≥ 0} with an absorbing state
n. If X0 �F Y0, P or Q is �F -monotone, and P �F Q, then

T Y �st T X .

Note that we obtain the �st-comparison of absorption times even if the two
chains are comparable only in the increasing convex ordering sense. Indeed,
the above result is even more general and the ordering relation needs only to
allow the comparison of the probabilities of being in state n (see [3] for further
details). Note also that the absorption time is �st-larger for a smaller chain in
the �F -ordering sense. This might seem strange at a first sight. Intuitively, as
we consider the absorption time to the last state, the larger chain goes faster to
this state and its absorption time is thus smaller.

Monotonicity properties of CG matrices The sufficient conditions for the
monotonicity of class CG matrices are given in terms of vectors c and r.

Proposition 2. [4, Proposition 2] A matrix P ∈ CG, P = 1tv + rtc such that:

cKF ≥ 0 and r ∈ F

is �F -monotone.



3.2 Algorithms for upper and lower bounding class CG monotone
matrices

In [4] an algorithm for construction of upper bounding monotone CG-matrices has
been proposed for �st and �icx-orders. The proposed algorithm takes as input
an arbitrary stochastic matrix P and a non-negative vector r ∈ F (F denotes
either st or icx), and it returns vectors c and v such that Q = 1tv + rtc ∈ CG ,
P �F Q and Q is �F -monotone. Some heuristics for choosing a vector r by
using some information from the original matrix P have also been proposed.
However, the algorithm proposed in [4] is far from being intuitive and it cannot
be easily modified to compute lower bounds. Note that this is not a problem in
the case of the �st order since, due to the symmetry properties of this order,
lower �st-bounds can be obtained by inversing the order on the states of the
chain and then computing an upper bound. In the case of class C or CG-bounds,
�icx order provides often considerably more precise results [6, 4]. Unfortunately,
this order is not symmetric and the algorithms that compute upper �icx-bounds
cannot be used. The algorithm proposed in [4] is a direct generalization of al-
gorithms proposed in [5, 6] to CG class of matrices. We propose here a far more
intuitive algorithm, more adapted to the CG-structure. Furthermore, we propose
the algorithms for both upper and lower bounds.

Let P be an arbitrary stochastic matrix. We take the first row of matrix P

for the vector v. In order to find a vector c, we compute first a probability vector
x that is greater in the �F -ordering sense than all the rows of matrix P . We
will discuss this step of the algorithm more in details after presenting the general
structure of the algorithm, since this step depends on the underlying stochastic
order. We would like to obtain a bounding matrix Q such that Q1,∗ = v and

Qn,∗ = x. In order to assure this, we can take Q = 1t v + htc, where h1 = 0,
hn = 1. Then Qn,∗ = v + c = x defines completely the vector c:

c = x − v.

Notice that we have clearly cKF ≥ 0, as v �F x by the construction of vectors
x and v. In order to satisfy P �F Q we need to compute a vector h such that:

P i,∗ �F v + hic = Qi,∗,

i.e. vKF + hicKF ≥ P i,∗KF . Note w = vKF and A = PKF . Since z =
cKF ≥ 0, we can take:

hi = max
j | zj>0

Ai,j − wj

zj

.

We obtain a vector h ≤ 1 as z = w+y, where y ≥ Ai,∗, , ∀1 ≤ i ≤ n. It remains
us to satisfy the monotonicity constraints for matrix Q. If vector h ∈ F , then
Proposition 2 and cKF ≥ 0 implies that Q is �F -monotone. Unfortunately, we
do not always have h ∈ F . However, note that we can modify the entries of
vector h as long as they stay smaller than 1. Indeed, for a vector r such that
h ≤ r ≤ 1 the matrix Q̃ = 1t v + rtc is also a stochastic matrix such that
P �F Q̃. Thus we need to find a vector r satisfying:



– r ∈ F ,
– h ≤ r ≤ 1 .

The construction of such a vector for the case of strong stochastic order and in-
creasing convex order will be discussed later. The construction of upper bound-
ing �F -monotone CG-matrix is given in Algorithm 1. The proof of the following
theorem follows directly from the above discussion.

Algorithm 1: Construction of an �F -monotone class CG upper bound

Set v = P 1,∗ and set w = v KF .1

Find a probability vector x such that P i,∗ �F x, ∀1 ≤ i ≤ n. Set y = xKF .2

Compute z = y − w and c = z K−1

F .3

Let A = P KF . Compute the vector h = (h1, . . . , hn):4

hi = max
j | zj>0

Ai,j − wj

zj

.

Note that we have always h1 = 0.
Find a vector r such that h ≤ r ≤ 1 (component-wise) and r ∈ F .5

Set Q = 1t v + rtc.6

Theorem 3. The matrix Q obtained by Algorithm 1 is a stochastic matrix that
belongs to the class CG. Moreover, the matrix Q is �F -monotone and P �F Q.

A lower-bounding �F -monotone matrix Q ∈ CG can be obtained by a similar
algorithm. Here we preserve the last row of the original matrix and we compute
a probability vector v that is smaller in the �F -sense than all the rows in the
original matrix P :

v �F P i,∗.

In order to obtain a bounding matrix Q such that Q1,∗ = v and Qn,∗ = P n,∗

we can take Q = 1t v + htc, where h1 = 0, hn = 1 and c = P n,∗ − v. As
v �F P n,∗, we have cKF = P n,∗ − vKF ≥ 0. To guarantee the comparison of
the matrices P and Q we compute a vector h such that:

Qi,∗ = v + hic �F P i,∗,

i.e. vKF + hicKF ≤ P i,∗KF . Let us denote by w = vKF and A = PKF .
Since z = cKF ≥ 0, we can take:

hi = min
j | zj>0

Ai,j − wj

zj

.

Note that by the construction of vector v as a vector that is smaller than all
the rows of matrix P , we clearly have: h ≥ 0 and hn = 1. If the vector h ∈ F ,



then Proposition 2 and cKF ≥ 0 imply that the matrix Q is �F -monotone. As
unfortunately this is not always the case, we need to modify this vector and, in
order to preserve the comparison of the matrices P and Q and the stochastic
property of matrix Q, we can only decrease the entries of the vector h. Thus, in
order to satisfy the monotonicity constraints for matrix Q we need to compute
a vector r such that:

– r ∈ F ,
– 0 ≤ r ≤ h.

We resume the construction of a lower bounding monotone CG matrix in Algo-
rithm 2. We have shown the following theorem:

Theorem 4. The matrix Q obtained by Algorithm 2 is a stochastic matrix that
belongs to the class CG. Moreover, the matrix Q is �F -monotone and Q �F P .

Algorithm 2: Construction of an �F -monotone class CG lower bound

Find a probability vector v such that v �F P i,∗, ∀1 ≤ i ≤ n., Set w = vKF .1

Compute c = P n,∗ − v, z = cKF .2

A Let A = P KF . Compute the vector h = (h1, . . . , hn):3

hi = min
j | zj>0

Ai,j − wj

zj

.

Note that we have always hn = 1.
Find a vector r such that 0 ≤ r ≤ h (component-wise) and r ∈ F .4

Set Q = 1t v + rtc.5

Computation of an upper or lower bounding vector for all the rows of
the original matrix. We discuss now the construction of an upper bounding
vector x (resp. a lower bounding vector v) for all the rows of the original matrix
P in line 2 of Algorithm 1 (resp. line 1 of Algorithm 2) for the strong stochastic
order and increasing convex order. The construction is similar for both orders,
thus we will denote by KF the corresponding matrix KF = Kst (resp. KF =
Kicx). Let A = P KF . Then the upper bounding vector x:

P i, ∗ �F x,

can be obtained as x = yK−1
F , where:

yj = max
1≤i≤n

Ai,j , ∀j.

We have clearly P i, ∗ �F x. It remains us to show that the vector x is stochastic.
We will show first that

∑n

i=1 xi = 1. For strong stochastic order this is trivial
since

∑n

i=1 xi = y1 = max1≤i≤n Ai,1 = 1, as Ai,1 = 1, ∀i. For increasing convex
order notice that Ai,1 = Ai,2 + 1, ∀i, thus

∑n

i=1 xi = y1 − y2 = 1. Finally,



we need to show that xi ≥ 0, ∀i. For strong stochastic order we have clearly
1 = y1 ≥ y2 ≥ . . . ≥ yn ≥ 0, thus xn = yn ≥ 0 and xj = yj − yj+1 ≥ 0, j < n.

For increasing convex order the proof is slightly more complex. Note that for an
arbitrary vector a we have

(aKicx)j = (aKst)j + (aKicx)j+1, j < n, (3)

Let z = xKst. Note that we have also:

z = yKst
−1.

By using (3) it is now easy to show that the vector z satisfies:

1 = z1 ≥ z2 ≥ . . . ≥ zn ≥ 0.

Therefore, xj ≥ 0, ∀j and vector x is stochastic. Note that this vector x is the
smallest upper bounding vector for all the rows of matrix P .

Similarly, a lower bounding vector v can be obtained as v = wKF where:

wj = min
1≤i≤n

Ai,j , ∀j.

The vector v is the greatest lower bounding vector for rows of matrix P . The
proof that the vector v is a stochastic vector is similar to the proof for the upper
bounding case.

Computation of monotone bounding vectors. It remains us to show how
to compute the upper or lower bounding monotone vectors in line 5 of Algorithm
1 and line 4 of Algorithm 2. We consider again strong stochastic and increasing
convex order.

Strong stochastic order. In the upper bound case we need to find an increasing
vector r such that h ≤ r ≤ 1. Additionally we know that h1 = 0 and hi ≤
1, ∀i by the construction of vector h. Therefore the vector r, defined as ri =
maxk≤ihi, ∀i and computed by:

r1 = h1, ri = max{hi, ri−1}, i > 0,

satisfies clearly h ≤ r ≤ 1.

Similarly, in the case of a lower bound we have hn = 1 and h ≥ 0 and a
vector r such that 0 ≤ r ≤ h can be obtained by taking ri = mink≤ihi, ∀i, i.e.

rn = hn, ri = min{hi, ri+1}, i < n.

Increasing convex order. Consider first the upper bounding case. We will suppose
that the vector h is increasing. Note that if this is not the case, then an increasing
vector h′ such that h ≤ h′ ≤ 1 should be first computed as described in the
strong stochastic upper bound case described above. Then we need to find a



vector r such that h′ ≤ r ≤ 1. For an increasing vector h, an increasing and
convex vector r such that h ≤ r ≤ 1 can then be easily obtained as follows:

rn = hn, rn−1 = hn−1, ri = max{hi, 2ri+1 − ri+2}, i ≤ n − 2.

Let us now consider the lower bound computation. We need to find a vector
r that is increasing and convex and that 0 ≤ r ≤ h. Similarly as in the upper
bounding case, we can suppose that the vector h is increasing. If this is not the
case, we can find an increasing vector h′ such that 0 ≤ h′ ≤ h as described in
lower bound computation case for the strong stochastic order. For an increasing
vector h an increasing and convex vector r such that 0 ≤ r ≤ h can be find by
Algorithm 3. We illustrate this Algorithm on an example in Figure 1.

Algorithm 3: Computation of lower bounding increasing convex vector

Notation : We will denote by 1 < s1, s2, . . . , sm ≤ n the indexes for which the
vector h strictly increases. Then we define z0 = 1, and for i such
that 1 ≤ i ≤ m we define the last index just before the vector h

strictly increases: zi = si − 1, 1 ≤ i ≤ m. Finally, if zm < n then we
define zm+1 = n. For example for (0.1, 0.3, 0.3, 0.5, 0.6) we have:
s1 = 2, s2 = 4, s3 = 5 and z0 = 1, z1 = 1, z2 = 3, z3 = 4, z5 = 5.

i = 0, r1 = h11

while (zi < n) do2

a = minj>i

hzj
−hzi

zj−zi
, k = arg minj>i

hzj
−hzi

zj−zi
3

for (u = zi + 1 to zk) do ru = a u + rzi
4

i = k5

end6
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Fig. 1. Computation of lower bounding increasing convex vector by Algorithm 3. The
bounding vector is constructed par intervals, by taking the smallest slope at each step.

Remark 1 (Complexity of Algorithms 1 and 2). The complexity of Algorithms
1 and 2 is quadratic with the size of the state space in the case of the full
matrix implementation. Indeed, we used a matrix notation in both algorithms
to simplify the presentation. Note that for instance (PKst)i,j can be sim-
ply obtained as (PKst)i,j+1 + Pi,j , j < n where (P Kst)i,n = Pi,n. PKicx



can be easily computed using the fact that Kicx = Kst
2. In a similar way,

(AK−1
F )i,j can be easily computed by applying the inverse transformation. For

�st: (AKst
−1)i,j = Ai,j − Ai,j+1, j < n, where (AKst

−1)i,j = Ai,j .

Example 2. We illustrate here the CG absorption time bounds for mean absorp-
tion time (Corollary 2). Note however that Algorithms 1 and 2 can also be used
to compute both transient and steady-state bounds. We consider a very simple
example of an absorbing chain with n states, where state n is absorbing. We
suppose that the initial state is 1 and for each state i < n we have the following
transitions:

– with probability ai the system goes directly to the absorbing state n,
– with probability bi the system goes to the next state (i + 1),
– with probability ci = 1 − ai − bi the system returns to state 1.

Although the class CG bounds become interesting only for huge chains for which
we cannot directly compute the absorption times using the classical numerical
methods, we will consider here a small state space in order to easily compare
the bounds with the exact values. In Table 1 we give the exact values and the
bounds for the following parameters (p = 0.6, n = 20):

– Case A: ai = p

2 , bi = 1 − p, ci = p

2 , ∀i < n.

– Case B: ai = pi

n
, bi = 1 − p, ci = p(n−i)

n
, ∀i < n.

We can see from this example that it is not possible to compare the accuracy
of the new upper bounds (providing lower bounds for absorption time) with
those of [4]: they may be better or worse depending on the parameter values.
We can see also that for this example �icx bounds are more accurate than the
�st bounds as it is usually the case with class C or CG bounds.

Table 1. Class CG bounds for mean absorption time

exact st-inf (new) st-inf [4] st-sup icx-inf (new) icx-inf [4] icx-sup

A 3.3333 2.3243 2.3243 3.3333 3.2386 2.5556 3.3333

B 1.8182 1.4704 1.7544 16.6667 1.7544 1.7544 3.4379

4 Bounding PH-distributions modeling service times

We consider a task graph with n nodes representing tasks where arcs represent
synchronization constraints. The task execution (service) times are defined by
discrete time PHase (PH) distributions. Let di (resp. ti) be the execution time
(resp. the completion) time of task (node) i and Preced(i) be the set of immedi-
ate predecessors of i. Since task i can start its execution once all the predecessors
have completed, task i terminates its execution at time ti :

ti = di + maxj∈Preced(i)tj



Without loss of generality, we assume that task 1 has no predecessor and task
n has no successor. Therefore t1 = d1 and tn is the completion time of the task
graph which is the measure of interest.

The absorbing chains representing discrete PH distributions constitute the
low-level formalism while the task graph formalism is the high level formalism.
Let us remark here that high level formalism can be extended to any (max,+)
formalism [2].

The state space size of the Markov chain to compute the completion time
grows exponentially with the number of tasks even for exponential (geometric)
execution times. The stochastic bounds on the execution times of acyclic task
graphs have been proposed in [15]. These bounds are based on the compatibility
of the �icx order with the max and the + operators. It has been proven that if
d

inf
i �icx di �icx d

sup
i ∀i, then the completion time of the same task graph by

considering bounding execution times, provides bounds on the completion time:
tinf
n �icx tn �icx tsup

n . Thus we propose to compute class CG �icx bounds on
di which can be computed by the close-form solution of absorbing time given in
section 2.2.

In the high-level model, bounds are provided by considering specific distribu-
tions with the same mean for task execution times. Lower bounds are computed
by deterministic random variables while upper bounds are computed by geomet-
ric random variables. We do not give the proof here but refer to [15] for bounds
on task graphs. The lower bound is well-known as folk theorem: deterministic
minimizes the randomness [2]. The upper bound is established for a family of
distributions used in reliability [13]. An integer valued X is called Discrete New
Better than Used (DNBU), if [X− t|X > t] �st X, ∀t; X is called DNBUE if this
is satisfied for the expectations: E[X − t|X > t] ≤ E[X ], ∀t. Geometric distribu-
tions are the maximal distributions for DNBUE distributions: If X is DNBUE
of mean m, then X is smaller in the �icx sense than geometric distributed ran-
dom variable of mean m (X �icx Geom(m)). In [3], it has been shown that
monotone PH distributions belong to DNBU distributions. Therefore d

sup
i can

be remplaced by geometric distributions with the same means to provide upper
bounds.

5 Conclusion

We have shown in this paper that the class CG matrices can be used to derive
rapid bounds for absorption times. We proposed simple numerical algorithms
to construct both lower and upper �st-(resp. �icx-)monotone bounds that be-
long to this class. To the best of our knowledge this is the first algorithm for
lower �icx-monotone bound computation. For the simplicity of presentation, we
consider here only discrete Markov chains. Similar results can be obtained for
uniformizable continuous time Markov chains by applying the Algorithms 1 and
2 to the uniformized chain.
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